Evolution of perturbations in 3D air quality models
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Abstract
The deterministic approach of sensitivity analysis is applied on the solution vector of an Air Quality Model. In particular, the photochemical CAMx code is augmented with derivatives utilising the automatic differentiation software ADIFOR. The enhanced with derivatives version of the model is then adopted in a study of the effect of perturbations at the boundary conditions on the predicted ozone concentrations. The calculated derivative matrix provides valuable information, e.g., on the ordering of the influential factors or the localisation of highly affected regions. Two fundamentally different domains of the Auto-Oil II programme were used as test cases for the simulations, namely Athens and Milan. The results suggest that ozone concentration be highly affected by its own boundary conditions and subsequently, with an order of magnitude less, by the boundary conditions of NOX and VOC.
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1. Introduction
A photochemical Air Quality Models (PAQM) utilises meteorology, air quality, terrain and emissions data and a chemical mechanism and simulates the concentration of chemical species in each cell of a 3D grid. The overall modelling procedure has an inherent stochasticity arising from either the simplification of the various processes or the data estimates. However, comprehensive sensitivity analysis of 3-Dimensional (3D) PAQM does not exist, mainly because of the associated computational cost, human effort and data needs (Peters et al., 1995; Carmichael et al., 1997; Pielke, 1998).

Sensitivity analysis methods are generally grouped as deterministic (local) or statistical (global). Most of them can be seen as a derivative estimation problem. The enhancement of a computer code with derivatives can be made through four different techniques (Bischof, 1994) including «divided differences» or «symbolic differentiation». However, for a computer code of roughly 40000 lines, the applicability of those techniques is limited. Recently, a new technique called Automatic Differentiation (AD) (Rall, 1981; Griewank, 1989; Griewank, 2000) became available which augments a computer code with derivatives in a completely mechanical way. The technique requires minor modifications of the original code and inserts new lines of code in original program that account for the differentiation of the dependent parameters with respect to the independent ones. The accuracy of the AD-calculated derivatives has been demonstrated in several studies (Bischof et al., 1992; Horwedel et al., 1992; Park and Droegemeier, 1999; Kioutsioukis and Skouloudis, 2001; among others). This study examines the robustness of a model’s predictions...
to perturbations. In particular, the photochemical CAMx (Comprehensive Air Quality Model with eXtensions) code (Environ, 1998) is augmented with derivatives utilising the automatic differentiation software ADIFOR (Automatic Differentiation in FORtran) (Bischof et al., 1996). The enhanced with derivatives version of the model is then adopted in a study of the effect of perturbations at the boundary conditions on the predicted ozone concentrations. Two Auto-Oil II domains including the cities of Athens and Milan respectively were selected as test cases.

2. Methodology

Automatic differentiation tools apply the chain rule systematically to elementary operations and functions to generate derivative codes – either Tangent Linear Model (TLM) or adjoint model (ADJM) – of nonlinear models (Bischof et al., 1992). The TLM describes the linearised evolution of errors or perturbations about the trajectory of some particular reference solution (Bischof, 1994). Its name is derived from the fact that a solution to the TLM always falls somewhere on the instantaneous tangent to the reference solution as both of them evolve in time. Furthermore, it can be shown that: a) the first order perturbation of any prognostic or diagnostic variable may be obtained by evaluating the derivative of that variable with respect to the perturbation parameter, and b) the sensitivity is a property of the unperturbed trajectory.

The ADIFOR tool generates a tangent linear code that computes the sensitivities (first-order partial derivatives in the Taylor expansion) of all dependent variables with respect to all independent variables for a single run. A single run of the ADIFOR-generated derivative code is equivalent to as many tangent linear model runs as the number of independent variables (i.e., multiple sensitivities can be calculated simultaneously and independently).

Consider we perturb the boundary concentration of a chemical specie \( j \) by a factor \( e_j \) (Kioutsioukis and Skouloudis, 2001)

\[
C_{\text{BND}/j}(x,y,x,t,e_j) = (1 + e_j) C_{\text{BND}/j}(x,y,x,t) \tag{2.1}
\]

and afterwards we expand \( C(e_j) \) in a Taylor Series about the reference solution \([C(e_j = 0)]\). If the concentration of a specie \( i \), \( C_i \), is affected by the boundary concentration of the specie \( j \), it implicitly depends upon \( e_j \). Therefore, the linear estimation of the change in concentration \( C_i \) that originates from a unitary and uniform perturbation in variable \( e_j \) is estimated through sensitivity coefficient (Saltelli et al., 2000)

\[
S_i^j = \frac{\partial C_i}{\partial e_j} \tag{2.2}
\]

\( S_i^j \) is a dimensional quantity and provides information on the absolute importance of input parameters on the sensitivity fields. In our experiment, we will use the normalised \( S_i^j \), which is \( S_i^j \) divided by the boundary concentration of the investigated chemical compound. Its value measures the change in \( C_i \) (ppb) that originates from 1 ppb change in the boundary conditions of \( j \) (ppb = part per billion).

3. Results and discussion

3.1. Model setup

The selected domains for this application were two out of eleven cities of the Auto-Oil II Programme (http://europa.eu.int/comm/environment/autooil.index.htm). The first domain, containing the city of Athens (e.g., Ziomas et al., 1998), is a very inhomogeneous domain including half sea and half continent with steep topography. The computational domain is \( 300 \times 282 \times 2 \) km\(^3\) with the south-west corner of the coarse and fine grid at (21.9E, 36.6N) and (23.1E, 37.5N) respectively. The simulation day was the 28th July 1995. The maximum surface wind speed and temperature was 11-13 m/s and 36.4°C (no precipitation). The second domain is also a challenging one. It contains the city of Milan (e.g., Silibello et al., 1998) as well as the cities of Genoa and Bologna close to the boundaries. In the north and west boundary we find the Alps while the rest of the domain is almost flat (Po valley). This modelling domain is \( 258 \times 276 \times 2 \) km\(^3\) with the south-west corner of the coarse grid at (8.1E, 43.8N) and of the fine
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Fig. 1a,b. Evolution of $S_i^{O_3}$ for the domain of: a) Athens; b) Milan.
grid at (8.7E, 45N). The simulation day was the 6th May 1995. Maximum surface wind speed and temperature in the domain were less than 11 m/s and 29.5°C (no precipitation) respectively.

CAMx (Environ, 1998) is a Eulerian photochemical grid model that enables the integrated assessment of gaseous and particulate air-pollution over many scales, from individual point source impacts to urban-regional effects. CAMx simulates the emission, dispersion and removal of inert and chemically reactive pollutants in the lower troposphere by solving the pollutant continuity equation for each chemical compound on a system of nested three-dimensional grids. The inputs of the model used were:

- 13 vertical layers, from 20m up to 2000m.
- 6/2 km horizontal spacing for coarse/fine grid.
- Carbon Bond IV chemical mechanism (Gery et al., 1989).
- Boundary conditions: 1 ppb for NOX, 15.5 ppbC for VOC, 60 ppb for O3 and 300 ppb for CO.
- Meteorological fields were provided by simulations of the Advanced Regional Prediction System (ARPS) (Xue et al., 2000).

3.2. Sensitivity to the boundary conditions

Figure 1 (a: Athens, b: Milan) illustrates the general features of the evolution of O3 sensitivity (from 06:00 LST up to 22:00 LST) for perturbations in O3 (in our simulations, the boundary conditions were continuously perturbed; that is, the sensitivity coefficients at 14:00 correspond to the effect of perturbed boundary conditions until that time). Similarly, in figs. 2a,b, 3a,b and 4a,b is shown the local sensitivity of O3 arising from perturbations in NOX, VOC and CO respectively. Among all perturbations, the largest sensitivity in O3 is due to the eO3 perturbation, followed by eNOX. We note that:

- The perturbations in O3 boundary conditions lead to net O3 transport inside the domain. The magnitude of this perturbation is decreasing downwind the boundaries. However, the actual local enhancement in O3 concentration depends mainly on the ratio among its precursors. In areas with a low H2O2/HNO3 ratio (e.g., city centres) the additional O3 reacts with the NOX, and thus the perturbation effect is smaller. We see this discontinuity in the S1O3O3 field in the area of the city centres implying that the high NOX emissions there destroy a big part of the transported O3. Finally, the maximum S1O3O3 (fig. 1a,b) is around 1.0 (i.e., 1 ppb perturbation in the boundary conditions of O3 will result in 1 ppb O3 enhancement in some grid points).
- The perturbations at the boundary conditions of NOX are advected downwind of the boundaries and result in O3 production in NOX-sensitive areas (areas with a high H2O2/HNO3 ratio are characterised as relatively low-NOX areas, where we expect high O3 enhancement). The maximum sensitivity from NOX is greater than 1.0.
- Similarly, a perturbation at the boundary conditions of VOC and CO that is transported downwind of the boundaries is expected to enhance O3 production in areas with low ratio VOC/NOX (e.g., downwind the city plumes). The maximum sensitivity from VOC was ~ 0.2 in Athens and ~ 0.4 in Milan.
- Unlike S1O3NOX whose value is almost constant over time, the S1O3VOC and S1O3CO show a diurnal variation. The main reason is that in the first case advection dominates while the second is driven by photochemistry.
- Although the coefficient values show higher sensitivity to NOX, one should take into account that: a) typical error range for the boundary conditions of O3, NOX, VOC are in the order of 20, 1, 10 ppb respectively, and b) typical (clean) boundary conditions in an PAQM are approximately 50 ppb for O3, 1 ppb for NOX and 10 ppb for VOC. Therefore, in percentages, 1 ppb perturbation is equivalent to 2% for O3, 100% for NOX and 10% for VOC.

Figure 5 illustrates the cumulative probability of S1O3j (j = O3, VOC, NOX) coefficients for the nested fine grids that contain the city centres. The fine grids had their centres in the cities of Athens and Milan and were covering an area of 13608 km² and 10944 km² respectively. The local change in O3 arising from perturbations on its own boundary conditions is 0.32 ± 0.11 (mean value ± standard deviation) for Athens. The result for Milan is 0.54 ± 0.12. The higher mean value for Milan is due to the closer distance from the boundaries. The perturbation in NOX is forecast-
Fig. 2a,b. Evolution of $S_{O_3 NOX}$ for the domain of: a) Athens; b) Milan.
Fig. 3a,b. Evolution of $S_{\text{VOC}}$ for the domain of: a) Athens; b) Milan.
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Fig. 4a,b. Evolution of $S_{O_3}$ for the domain of: a) Athens; b) Milan.
Fig. 5. Cumulative frequency of $S^{(o)}(j = O_3, NO_x, VOC)$ at the time of the observed $O_3^{MAX}$, for perturbations at the boundary conditions of $O_3$ (top), VOC (middle) and NO$_x$ (bottom), for Athens (left) and Milan (right).
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ed to affect O\textsubscript{3} by 3.61 ± 1.23 in Athens and 3.29 ± 1.02 in Milan while the perturbations in VOC vary O\textsubscript{3} in Athens by 0.08 ± 0.03 (VOC) and in Milan by 0.16 ± 0.06 (VOC).

4. Conclusions

Sensitivity analysis of 3D PAQM is a field of great importance. However, the associated computational cost has made this task not a trivial one. In this study, we applied a general approach that in only one execution of a PAQM can provide the sensitivities of all output parameters with respect to all its inputs. As an example, we studied the evolution of sensitivity fields for perturbations at the boundary conditions. Finally, we computed the absolute importance of the most important perturbations in the O\textsubscript{3} field.

Our results suggest that even with small errors in measured or estimated boundary concentrations of O\textsubscript{3}, the maximum change in O\textsubscript{3} concentrations predicted by a numerical model can be significant. For example, a perturbation of 20 ppb in the boundary conditions of O\textsubscript{3} in the domain of Milan will result in 10.8 ± 2.4 (ppb) concentration change of O\textsubscript{3} in the greater Milan area.
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