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Abstract. Directed volcanic blasts are powerful explosions with a significant laterally-directed component, which can generate devastating, high-energy pyroclastic density currents (PDCs). Such blasts are an important class of eruptive phenomena, but quantified understanding of their dynamics and effects is still incomplete. Here we use 2D and 3D multiparticle thermofluid dynamic flow codes to examine a powerful volcanic blast that occurred on Montserrat in December 1997. Based on the simulations, we divide the blast into three phases; an initial burst phase lasts roughly 5 s and involves rapid expansion of the gas-pyroclast mixture, a gravitational collapse phase which occurs when the erupted material fails to mix with sufficient air to form a buoyant column and thus collapses asymmetrically, and a PDC phase which is dominated by motion parallel to the ground surface and is influenced by topography. We vary key input parameters such as total gas energy and total solid mass to understand their influence on simulations, and compare the simulations with independent field observations of damage and deposits, demonstrating that the models generally capture important large-scale features of the natural phenomenon. We also examine the 2D and 3D model results to estimate the flow Mach number and conclude that the range of damage sustained at villages on Montserrat can be reasonably explained by the spatial and temporal distribution of the dynamic pressure associated with subsonic PDCs.
1. Introduction

Directed volcanic blasts are powerful explosions with a significant laterally-directed component, which can generate devastating, high-energy pyroclastic density currents. Volcanic blasts have had violent consequences at Bezymianny, Russia, in 1956 [Belousov, 1996], and Mt. St. Helens, USA in 1980 [Hoblitt et al., 1981; Moore and Sisson, 1981; Waitt, 1981; Fisher et al., 1987; Fisher, 1990; Druitt, 1992]. They represent an important and extremely hazardous class of eruptive phenomena, and consideration of blasts and their associated pyroclastic density currents (PDCs) is necessary for modern volcanic hazard zonation at stratovolcanoes [Crandell and Hoblitt, 1986]. However, quantified prediction of their dynamics and effects is still possible only at a generalized level, often involving simplifying assumptions, such as one- or two-dimensional, steady, and/or choked flow [e.g., Kieffer, 1981; Woods et al., 2002].

The term “directed volcanic blast” was suggested for the first time by Gorshkov [1959], who studied the eruption of Bezymianny volcano in Kamchatka in 1956. This directed blast was observed only from large distances, and thus the main conclusions about mechanisms of the event were based on interpretations of the effects and deposits of the eruption. The very similar explosive eruption of Mount St. Helens in 1980 [Lipman and Mullineaux, 1981] rekindled a worldwide interest in directed blasts, and the mass and variety of observations, monitoring data, photo-documentation, and detailed geologic studies at Mount St. Helens enabled a quantum improvement in understanding of the basic causative mechanisms. It was observed that the large-scale collapse of the volcanic edifice, which transformed into a debris avalanche, was the event that triggered a directed explosion by suddenly exposing a pressurized body of magma and gas to atmospheric pressure [Voight, 1981; Voight et al., 1981, 1983; Glicken, 1998]. This explosion, and the pyroclastic density current that it generated, devastated a large area of complex topography and left deposits closely resembling those of Bezymianny [Hoblitt et al., 1981; Moore and Sisson, 1981; Waitt, 1981; Kieffer, 1981; Walker and McBroome, 1983; Brantley and Waitt 1988; Fisher et al., 1987; Fisher, 1990; Druitt, 1992; Sisson, 1995; Bursik et al., 1998; Belousov et al., 2007].

Through deposit studies and field observations, it has been generally recognized that an initially-pressurized lava dome or cryptodome, suddenly depressurized by a slope failure, can create a directed blast. However, controls on the strength, direction and physics of the initial explosion, its subsequent transformation to a PDC, and propagation of the PDC across incised volcanic topography, require further analysis, with 3D analysis required to capture
full interaction with topography. This capability has been lacking in the past in computational fluid dynamics modeling of explosive volcanic phenomena.

The recent directed blast from the Soufrière Hills volcano (SHV), Montserrat, provides the opportunity to further improve our understanding of blast dynamics. This blast and associated PDC eradicated the village of St. Patricks and substantially damaged much of the southern part of the island, on 26 December (Boxing Day) 1997 (Figures 1, 2). In this case, despite the severity of the event, no lives were lost because a pre-emptive evacuation was enforced, based on recognition of flank instability and the anticipation of a blast [Young et al., 2002]. The resulting deposits and destructive effects have been well studied [Sparks et al., 2002; Ritchie et al., 2002; Voight et al., 2002; Baxter et al., 2005], and thus despite certain limitations, and apart from the images recorded uniquely at Mount St. Helens, the database for this event is unsurpassed for eruptions of this type.

Here we perform a preliminary study using a 2D cylindrical-coordinate model, which allows us to efficiently parameterize the effect of the initial dome mass and energy on the blast behavior and to constrain appropriate initial conditions for later implementation in the 3D model. We then apply a fully 3D multiphase flow model incorporating realistic 3D topography, using initial conditions constrained by field observations. We compare these runs against the field observations of the Montserrat event, in order to demonstrate broad-scale similarity between natural phenomena and our model results. We also use the 3D results to demonstrate relationships between the flow dynamics and initial conditions, topography, spatial location, and time, within the context of the model assumptions.

The effects of gas compressibility and shock waves on the eruption dynamics was first investigated by Nairn [1976] and Nairn and Self [1978] for vertical explosions. Some authors modeled the directed blast at Mount St. Helens as a quasi-steady-state overpressured, supersonic jet, accompanied by internal shock structures and compressibility effects [Kieffer, 1981, 1984; Kieffer and Sturtevant 1984, 1988; Wohletz and Valentine, 1990]. Here, we use directed blast simply to denote an explosion, caused by decompression of a cryptodome or lava dome, with a significant initial lateral component and an asymmetric deposit distribution due to an asymmetric source geometry and/or edifice morphology. A contested question is whether the preponderance of strong damage observed in volcanic directed blasts should be attributed to air shocks [Wohletz et al., 1984; Wohletz 1998], supersonic flow within an overpressured jet [Kieffer 1981, 1984], or flow dynamic pressure [Sparks et al., 2002; Baxter et al., 2005; Esposti Ongaro et al., 2005] and (possibly) shocks within the energetic collapse and PDC (gravity current) phases. Exploring this issue is an additional goal of this paper.
2. Observational constraints on the Boxing Day blast

At Soufrière Hills Volcano (SHV) in December 1997, an andesite dome and talus cone with a volume of $113 \times 10^6$ m$^3$ was growing above the hydrothermally altered and unstable south flank of the volcano. Gravitational collapse of the flank on 26 December triggered an explosive decompression of the dome’s interior, to form a violent blast and PDC that traveled >4 km overland, and then continued >3 km over the sea surface [Voight et al., 2002; Sparks et al., 2002; Hart et al., 2004]. The volume of material (dense rock equivalent, DRE) involved in the failure was estimated from the dimensions of the failure scars and by comparison with pre-collapse topography [Sparks et al., 2002; Voight et al., 2002]: c. 20-30 $\times 10^6$ m$^3$ from the south flank hot spring area, c. $5 \times 10^6$ m$^3$ from the old crater rim, c. $25 \times 10^6$ m$^3$ from the lava dome that had grown between 6 November and 26 December, and about 30 $\times 10^6$ m$^3$ of lava talus. We take the volume of dome lava participating in the blast as $\sim 25 \times 10^6$ m$^3$ (DRE), exclusive of additional materials that may have been incorporated through erosion. The lava volume is relatively well constrained, but the volume of entrained material is not well constrained due to offshore deposition [Hart et al., 2004]. The total duration of strong activity was $\sim 11.6$ min but occurred in several pulses. The volatile components in the blast came from the andesite, and the material comprising the blast was a complex multiphase vapor-liquid-solid mixture.

Seismic data suggest 6 pulses [Sparks et al., 2002], and stratigraphy reveals clearly only two depositional events, and at least two erosional events resulting from relatively large pulses [Ritchie et al., 2002]. Thus two seismic events are not accounted for in the stratigraphy. It is possible they were both largely erosional onshore or perhaps early deposits were eroded by later pulses, leaving no record observed on land. The individual pulses were short lived, lasting but a few minutes. Only $2-3 \times 10^6$ m$^3$ DRE was deposited on land with the remainder entering the sea or elutriated by co-PDC plumes. Our constraints are poor but we estimate the small pulse volumes to be $\sim 1$ to $5 \times 10^6$ m$^3$ DRE, with the minimum value bounded by the volume per pulse deposited on land. The large pulses were two or three times the volume of the small pulses, based on seismic magnitudes, with the sum of all pulses being about $25 \times 10^6$ m$^3$ DRE plus eroded and entrained materials. Co-PDC plumes reached a height $\sim 15$ km asl, with two separate parts, an ash-rich upper part, and an ash-poor lower part rich in condensed steam [Pace et al., 1998; Mayberry et al., 2002]. The latter is inferred to be a consequence of the PDC entering the sea. The airborne ash was about 15-20% of the original PDC volume [Sparks et al., 2002].
The area devastated on land was ~10 km² with some pulses affecting a 70° sector and a much smaller pulse depositing mainly over only a 35° sector (Fig. 2). The damage varied from complete destruction in the central axial region, to lesser physical effects such as blown out windows and roofs, and fire damage, in peripheral areas [Sparks et al., 2002; Baxter et al., 2005]. The destruction was complete in the axial area of the blast near the village of St. Patricks where structures were razed to their foundations, with detached structural components (including building walls) flattened to the ground or carried to the sea along with loose debris. Buildings swept away include stone-built structures and those with poured reinforced concrete walls. Trees with trunks up to 1m in diameter were removed entirely leaving only abraded stumps and roots [Sparks et al., 2002]. Entrained boulders and pieces of destroyed buildings added to the destructive capability of the PDCs in addition to dynamic pressure [Baxter et al., 2005]. East of the axial area of the blast zone and the White River valley, the blast zone is dominated by erosional features across the raised shoulder of an older volcanic edifice. The severity of damage decreases systematically, but with local variability, from the axis of the PDC towards the lateral periphery. One kilometer west of the axial zone, the top floors of houses were blown down and scattered 50 m down slope, impact marks from saltating boulders occur on house walls facing the volcano, and trucks and a bulldozer were flung over a cliff onto the beach [Sparks et al., 2002; Baxter et al., 2005]. Although trees up to 50 cm in diameter were broken a few meters above ground, smaller trees (<10 cm trunks) and shrubs were merely bent over with branches stripped and the trunk tip sharpened by abrasion. Still farther from the axis, house walls were damaged, roofs were partially or entirely removed, and cars were crumpled and displaced tens of meters. At the western lateral limit of damage, 200-m from source, damage was limited to in-blown windows and displaced roof tiles and blown-down wooden sheds [Sparks et al., 2002]. Dynamic pressures estimated from the damage ranged from >25 kPa in the central axial region to 1-3 kPa near the periphery, with local fluctuations of about ~1-5 kPa associated with localized sheltering and topographic effects [Baxter et al., 2005].

There are several other constraints on the dynamics of the Boxing Day event. The upper part of the current climbed almost to the summit of South Soufrière Hills (SSH), from the saddle between Galways Mountain and South Soufrière Hills [Fig. 2; Sparks et al., 2002]. The trimline representing the upper surface of the current descends the side of Galways Mountain to the saddle at about 600 m a.s.l., where the current collided with the South Soufrière Hills and climbed 150 m further. Converting kinetic to potential energy for the
height climbed in the Galways-SSH peripheral zone results in 55 m s\(^{-1}\) for the upper part of the current in this region [Sparks et al., 2002].

A reliable but limited constraint on dynamics is given by the St Patricks seismic station, MSPT, about 3.4 km from the dome [Voight et al., 2002; Sparks et al., 2002]. The initial collapse began about 03:01.0 LT (the signal is emergent, making it difficult to pick onset time), the first stronger seismic pulses began at 03:01.8 LT and 03:02.8 LT, respectively, and MSPT was destroyed at 03:03.3 LT [Sparks et al., 2002]. If one assumes that the blast pulse that destroyed MSPT began during the first seismic pulse, the implication is that average frontal speeds were 38-56 m s\(^{-1}\). An alternative interpretation is that the first seismic pulse represented mainly edifice collapse and debris avalanche movement, and that the second, sharp, seismic pulse represented the blast initiation. This interpretation yields an average frontal blast velocity of 113 m s\(^{-1}\). Nevertheless, focusing exclusively on average velocities could be misleading since modeling presented here and observations at SHV [Sparks et al., 2002] and Mount St Helens [Voight, 1981; Moore and Rice, 1984; Hickson, 1990; Hoblitt, 2000; Belousov et al., 2007] illustrate that velocities were not constant. We therefore discuss temporal and spatial distribution of blast characteristics from both an observational and modeling perspective later in the text.

Dynamic pressure estimates for the pyroclastic density current presented above [Sparks et al., 2002] were calculated from building damage following the approach of Valentine [1998a], where dynamic impact pressures in pyroclastic currents were compared with pressures required to damage structures in atomic explosions. The dynamic pressure \(P_d\) is half the product of current mixture density and velocity squared, so that velocity can be calculated if current density is known. Sparks et al. [2002] assumed a mass fraction of gas in the flow and calculated a current density of 6 kg m\(^{-3}\). Using this density, about five times that of ambient air, they concluded that maximum velocities could have been \(\sim 30-40\) m s\(^{-1}\) in the peripheral area near Kinsale, \(>40\) m s\(^{-1}\) near Germans Ghaut, and \(>>60\) m s\(^{-1}\) at St. Patricks.

3. Blast modeling

Previous steps toward conceptual and quantified understanding of directed blast behavior illuminated many features of the phenomenon. For example, the lateral blast at Mount St. Helens was modeled as a horizontal quasi-steady-state, underexpanded, supersonic jet with perfect coupling between gas and solid phases [Kieffer, 1981]. These results found limited support in numerical simulations by Wohletz and Valentine [1990], who also explored shock effects in vertical explosions. For Montserrat, modeling of decompression
and dome fragmentation [Woods et al., 2002] were combined with an analytical 1D ash-flow model to illustrate basic controls on runout distance and dynamic pressure of the directed blast [Sparks et al., 2002]. Here we assume the model of lava dome pressurization presented by Woods et al. [2002], and apply 2D and 3D unsteady multiphase models of pyroclastic dispersal to the rapid decompression of that dome.

Our approach builds upon that of Woods et al. [2002] and effectively extends it in several ways. First, flow in volcanic blasts is highly unsteady and the source conditions are reported to be impulsive. We therefore calculate the rapid decompression of a lava dome with finite mass and gas energy, which creates an impulsive source for our blast model. Second, we relax the assumption of perfect coupling between the gas and solid phase (pseudogas assumption) and thus treat the multiphase aspects of the blast (discussed in the model section below). The perfect coupling assumption is reasonable only for particles ≤30 microns in diameter [Woods, 1995; Neri et al., 2003], while recent work synthesizing deposit data shows that ~88% of directed-blast clasts exceed 30 microns [Belousov et al., 2007]. Furthermore, high acceleration in the initial phases of blasts is likely to produce high levels of decoupling between solid and gas phases. Both conditions make relaxing the pseudogas assumption desirable and potentially important. Third, we treat the system in 3D allowing the effects of complex topography on flow propagation to be explicitly explored. In a directed-blast the exposed vent and lava- or cryptodome geometry direct much of the momentum at angles highly oblique to the vertical [Voight, 1981; Belousov et al., 2007]. Moreover, flow channeling and azimuthal variations in topography have particular importance in evolution of the flow [Belousov, 1996; Hoblitt et al., 1981; Ritchie et al., 2002]. Evidence of flow channeling at distances from the vent greater than several km was observed at SHV [Sparks et al., 2002; Druitt et al., 2002] and Mount St. Helens [Hoblitt et al., 1981; Kieffer, 1981; Waitt, 1981], revealing that channels allowed dangerous flows to move far from the blast axis, and cause destruction in locations that would not necessarily have been predicted by intuition or by 2D simulations. Furthermore, tree blowdown patterns at MSH [Waitt, 1981; Kieffer, 1981] provide evidence of topography-initiated flow separation and formation of large-scale eddies. As a result of rugged topography, damage was highly variable over relatively short spatial scales.

3.1. Physical and numerical model

Motivated by the aforementioned factors, our model describes the dynamics of directed blasts by adopting the multiphase transport theory [Gidaspow, 1994; Valentine...
Accordingly, each phase of the mixture (gas, liquid, and solid with specific characteristics) is described separately from the others by solving the corresponding mass, momentum, and energy balance equations. The model thus describes the kinetic and thermal disequilibrium of the gas and particles, and the interphase momentum and energy exchange. In detail, we adopted the PDAC (Pyroclastic Dispersal Analysis Code) code [Esposti Ongaro et al., 2007; Neri et al., 2007], which solves the multiphase flow equations on two and three-dimensional domains with topography imported from a digital elevation model (DEM). This code is an evolutionary advance from the KFIX code developed at the Los Alamos National Laboratory (USA) in the mid 70's [Rivard and Torrey, 1977], and further developed along one evolutionary branch at the Illinois Institute of Technology (US) for fluidization engineering studies [Gidaspow, 1994]. The basic model formulation and algorithm derive from the work of Harlow and Amsden [1975], in which classical iterative methods for subsonic flows were extended to the compressible and supersonic regime and to multiphase flows. The details of these models are given by Neri et al. [2003], Dartevelle [2004], and Esposti Ongaro et al. [2007].

This approach makes it possible to investigate the dispersal of pyroclasts in the atmosphere and along the volcano flanks without the need of a priori assumptions and ad-hoc parameterizations of the flow features (e.g., the transient 3D feature allows effective description of flow characteristics in the different regions of the system, the turbulent entrainment is explicitly simulated through the large eddies of the flow and only parameterized at the subgrid scale, the particle settling velocity is computed explicitly by the model as a function of flow properties and need not be specified a priori). Moreover, the possibility of using different particle classes gives us the opportunity to investigate the different dispersal pattern of each particle size as well as the effect of their relative proportion on the flow behavior.

Nevertheless, several limitations to our model formulation still exist. Present model formulation is limited to solid volume fraction less than about 50 vol.%. Above this threshold, the flow likely enters a frictional regime requiring a different set of constitutive equations. Moreover, although the model describes the sedimentation and stratification within the flow (as well as particle elutriation) through the settling of different particle classes, an explicit deposition model (i.e. particle loss from the ground boundary condition) is not included at this time in the formulation, so that particles are assumed to remain fluidized at all times. A recent study by Dufek and Bergantz [2007] has shown that deposition through a leaky boundary can significantly decrease runout distance, therefore our estimates should
be considered liberal in this respect. However, on Montserrat on land, because of the steep
slopes there was little deposition and the stronger pulses were erosive. So for the modeling in
this paper, the lack of a deposition subroutine seems unimportant. Similarly, erosion and
entrainment of substrate material into the density current are not explicitly considered in our
model. The thermal interactions between the hot PDCs and the sea surface, and phase
changes (condensation) of water vapor, are not specifically treated. However, water vapor
condensation is possible only in the upper region of the computational domain, as verified by
computing a posteriori the water vapour saturation pressure as a function of local pressure,
temperature and concentration.

Full model verification and validation is an ongoing endeavor, especially for 3D
flows, including “validation” against natural events, with new regimes and dynamic
conditions being tested continually. To this aim, several applications of the PDAC code in 2D
have been successfully carried out in the last decade to assess the model’s ability to capture
the behavior of compressible, dilute, turbulent multiphase flows. Neri and Gidaspow [2000]
have compared 2D cylindrical and Cartesian model solutions to fluidization experiments in
order to test the formulation of the particulate phase. Similarly, the gas turbulence subgrid
model has been validated against experiments of gas flow around a bluff-body [Barsotti,
2002]. The accuracy of compressible flow simulations was also tested for both one- and two-
dimensional shock tubes and supersonic jets by comparison against analytical solutions and
well-validated results obtained by other codes [Esposito Ongaro et al., 2006, 2007]. Clarke et
al. [2002a,b] compared solutions of PDAC2D against well-documented Vulcanian explosions
on Montserrat in 1997.

3.2 Initial conditions for the multiphase flow model

Initial source conditions are as follows. The dome is represented as a hemisphere on a
sloping base with uniform gas volume fraction of 0.1, based on measurements given by
Robertson et al. [1998] and Melnik and Sparks [2002]. During the effusive phase, the dome
grows as degassed magma reaches the interior or surface of the dome, while the exsolved
volatiles separate from the magma and travel through the permeable dome to the atmosphere
[Melnik and Sparks, 1999; Sparks et al., 2002]. Models of viscous conduit flow with gas
escape show that overpressures of several MPa can develop near the conduit exit, where
overpressure is taken as the difference between gas pressure and local lithostatic pressure
[Sparks, 1997; Melnik and Sparks, 2002]. The overpressure is only partially dissipated by gas
escape through the permeable dome. We use the Woods et al. [2002] permeable hemisphere
model to determine initial pressure profiles within the lava dome prior to the blast, for a steady gas (steam) flux of ~400 kg s\(^{-1}\) and dome permeability \(K\). The gas flux is consistent with measured magma extrusion rates of ~8 m\(^3\) s\(^{-1}\) for December 1997 [Sparks et al., 1998], and bulk volatile content ~2 wt% [Barclay et al., 1998]. No COSPEC measurements were made during December 1997, but this result is conservative with correlated SO\(_2\) flux with magma output, ~680 g SO\(_2\) per tonne of magma [Young et al., 1998] and H\(_2\)O/SO\(_2\) ratios of 200-1000 [Woods et al., 2002]. Measurements of dome rock suggest permeability values in the range \(K = 10^{-14}\) to \(10^{-12} \text{ m}^2\), including the effects of pervasive fractures [Melnik and Sparks, 2002]. Gas is assumed to be steam with a temperature of 850° C and vapor viscosity \(2 \times 10^{-5} \text{ Pa s}\) [Woods et al., 2002]. These results yield overpressures of the order 5-10 MPa throughout much of the dome for \(K = 10^{-12} \text{ m}^2\), and higher values for lower permeability. For the range of permeabilities considered, the mass of solid fraction ranges from 12 to \(25 \times 10^9\) kg, whereas the net mass of exsolved gas (water vapor) in the dome ranges from 3 to \(15 \times 10^6\) kg. This is an important result that constrains the dynamics of the fragmenting mixture. Such pressurized domes have two to three orders of magnitude less exsolved volatiles per mass of magma than is present in a typical Plinian eruption, and this leads to a substantially greater density of the pyroclastic currents produced [Woods et al., 2002].

The particle size distribution of the Boxing Day blast deposit was estimated by Ritchie et al. [2002] using well-established sedimentological techniques, although much uncertainty remains in the characterization of pyroclastic mixtures, particularly when large portions of the flow are lost to sea. Based on these deposit studies and additional field work of our own, we use three particle sizes (5000 µm; 500 µm; 50 µm) to represent particle classes >2000 µm, ~125 µm, and <125 µm, respectively, yielding the bulk proportions 25, 40, 35 wt%. A density of 2300 kg m\(^{-3}\) is used for the largest particle size, otherwise particle density is 2600 kg m\(^{-3}\). Although the three populations cannot cover the full spectrum of grain sizes in the deposits, particularly the coarse tail, our choice was dictated by both computational efficiency and the physical model (constitutive equations) which cannot treat clasts larger than several mm. Furthermore, the model does not treat changes in grain size due to aggregation and secondary fragmentation, processes which have yet to be quantitatively characterized. We refer the reader to previous work which explicitly explores the effects of grain size simplifications on 2D model results [Neri and Macedonio, 1996; Neri et al., 2003] and leave the corresponding 3D study for future work.
The volume of dome lava involved in the blast and its associated high-energy PDC was \( \sim 25 \times 10^6 \text{ m}^3 \) dense rock equivalent (DRE). This value is relatively well constrained, but because the total duration of strong activity was \( \sim 11.6 \) min and occurred in several pulses, we partitioned the total volume into smaller quantities representing individual pulses. Our main constraint is on the total volume of original dome, which limits the sum of individual pulse volumes, apart from additional materials entrained. For our models we therefore consider representative volumes of \( \sim 5 \) and \( 10 \times 10^6 \text{ m}^3 \) DRE, representing relatively small and large pulses, according to arguments outlined in Section 2.

4. 2D Simulation results

Before conducting the 3D simulations, we performed a number of 2D sensitivity runs using PDAC. Here we present three of these, illustrating the influence of solid mass (or volume), and gas energy (via the influence of permeability on dome pressurization), on flow evolution. The first comparison between simulations examines the influence of mass released by varying volume DRE (5 and \( 10 \times 10^6 \text{ m}^3 \)), independently of permeability, which remains constant at \( K = 10^{-12} \text{ m}^2 \). The second comparison examines the effects of gas pressure and energy, by varying pre-blast dome permeability (\( K = 10^{-12} \text{ m}^2 \) and \( 10^{-14} \text{ m}^2 \)), while keeping volume constant at \( 5 \times 10^6 \text{ m}^3 \) (Table 1). The computational domain extends 10 km radially and 8 km vertically, with a non-uniform mesh resolution increasing very gradually, from 10 m close the left boundary axis of symmetry and above the topography, to 100 m on the right edge and the top atmospheric boundaries. The non-uniform mesh allowed us to increase the resolution in the regions near the source and the ground, where we observe the largest gradients in the flow variables. The location of the topographic profile used in all 2D simulations is shown in Fig 2 (A-A’) and includes the offshore sea surface. Although the dense basal portion of pyroclastic flows can travel underwater, pyroclastic surges on Montserrat have been observed gliding over the sea [Montserrat Volcano Observatory, unpublished data; Hart et al., 2004].

4.1 Large-scale features

Simulation A-2D uses a high permeability value of \( K = 10^{-12} \text{ m}^2 \) resulting in internal gas pressures from 10 MPa at the base of the dome to atmospheric at the surface. The solids volume \( V_{\text{DRE}} = 5 \times 10^6 \text{ m}^3 \) assumed for the \( \sim 70^\circ \) sector corresponded to a mass per unit angle of \( (5 \times 10^6/2\pi) \times (360/70) \text{ m}^3/\text{radian} \) for input in the cylindrical coordinate simulation. An
estimate of the volatile energy stored in the dome is given by the specific work, and the range
of values (see Table 1) correspond to purely adiabatic (lower limit) or purely isothermal
(upper limit) expansions [Woods et al., 2002]: \( E_s = 320-490 \text{ J kg}^{-1} \). Simulation B-2D uses a
greater dome volume of 2X that of A-2D (\( V_{DRE} = 10 \times 10^6 \text{ m}^3 \) for the 70° sector; \( E_s = 390-
610 \text{ J kg}^{-1} \)), but is otherwise nearly identical to A-2D. The specific energy is slightly greater
in B-2D due to the non-linearity of the pressure distribution within the dome. Simulation C-
2D uses \( K = 10^{-14} \text{ m}^2 \), which results in greater interior pressures and much higher gas energy:
\( E_s = 1880-3380 \text{ J kg}^{-1} \). The volume is identical to A-2D.

In simulation A-2D (Figure 3), an initial quasi-spherical expansion occurred, reaching
maximum gas velocity of \( \sim 160 \text{ m s}^{-1} \) at 0.2 s. Corresponding peak particle velocities varied
with particle size; 75, 125, and 155 \( \text{ m s}^{-1} \) for particle diameters of 5000, 500, and 50 \( \mu \text{m} \),
respectively. Lateral velocities were greater than vertical by 0.3 s. At 2 s, the vertical mixture
speed was \( \sim 120 \text{ m s}^{-1} \), and horizontal speed was 170 \( \text{ m s}^{-1} \). We call this first stage the burst
phase, in which the dynamics are primarily controlled by gas expansion and associated
particle acceleration, and are strongly affected by the initial total specific gas energy.
Velocities in the burst phase are generally higher than the sound speed of the pyroclast
mixture, which is much lower than the atmospheric sound speed because of the relatively
high particle concentration. Nevertheless, we propose that any leading atmospheric pressure
wave was weak \([ (p_{after}/p_{before}) < 1.5 ] \) for three reasons; the initial velocities of the pyroclast
mixture were much less than sound speed in atmosphere, \( \sim 330 \text{ m s}^{-1} \) at standard ground
conditions, the pressurized fluid was a solid-gas mixture with a low gas volume fraction, and
the pressure ratio between the dome’s interior and the atmosphere prior to blast initiation was
less than 100 [Chojnicki et al., 2006].

The erupted material fails to mix with sufficient air to form a buoyant column and
thus, at \( t > 5 \text{ s} \), collapses below the source, initiating the collapse phase (Fig. 3a). The
material then moves parallel to the ground surface in the PDC phase beginning between 15
and 20 s after onset (Fig. 4). The transition from initial burst to PDC phase is highlighted by
the trajectories of the fluid parcels from 0 to 15 s (Fig. 3b). The trajectories are characterized,
in the first seconds, by ballistic paths, where the outermost portions of the dispersed dome
pyroclasts reach the maximum height (\( \sim 1300 \text{ m a.s.l., 250 m above the dome} \)). We interpret
the start of the collapse phase as the point in time when a preponderance of “ballistic” paths
have passed peak height and are inclined downward and outward. The phases defined here
are to some extent gradational.
The transformation to the PDC was mostly complete by 15-20 s, with the flow front ~1 km from source, and PDC velocity about 70 m s\(^{-1}\). The evolution of the PDC is illustrated by the isocontours of the total particle volumetric fraction at selected times in Fig. 4. At 40 s the PDC head has reached a distance of about 2700 m from the source where particles start to be elutriated by vertical convection. Mixing of the PDC with the atmospheric air occurs mainly through the entrainment at the flow head, as evidenced by the thickened nose. At 90 s the flow head has reached 5 km and has grown by air entrainment and expansion. A vertical convective plume is rising above the vent and small co-PDC clouds are developing where topographic slope abruptly changes and because of vortex instability in the tail. At 180 s the elutriation of particles by co-PDC plumes is more developed, while the velocity of the PDC head is greatly reduced, and now consists of a dilute ash current overlying a dense basal flow. Nevertheless, it is worth recalling that the boundary condition at the bottom does not account for the interaction of the PDC with the sea surface or for the loss of particles by deposition so that the run-out of this thin basal flow could be overestimated, especially using a coarse mesh [Neri et al., 2003; Dartevelle et al., 2004; Appendix]. At 240 s the PDC head has stopped and an intense co-PDC plume develops at 6 km, while a dense basal flow has reached the distance of 10 km. The animation of the results better represents the temporal evolution of the burst and PDC propagation and can be seen on Movie S1 in the on-line auxiliary material.

In simulation A-2D, more than 95% of the total solid mass fed into the PDC. A small fraction (less than 5%) of the mass fed the plume above the dome (Fig 4 at 90 s). Co-PDC plumes developed downslope after ~80 s, reflecting gravity segregation of fine versus coarse particles in the PDC, and development of mixture buoyancy by air entrainment; the plumes elutriated about 50% of 50 μm, 20% of 500 μm, and a negligible fraction of 5000 μm particles. The mass in the PDC was computed by integrating the particle bulk density in the sub-domain where R > 1 km and Z < 0.9 km, whereas elutriation by the co-PDC was calculated over the sub-domain where Z > 0.9 km.

Simulation B-2D begins with double the dome volume of A-2D, with parameters otherwise the same. B-2D produced the longest runout PDC of all 2D simulations due to its higher mass. Initial quasi-spherical expansion in the burst phase achieved peak gas velocities ~160 m s\(^{-1}\) at 0.2 s, but peak particle velocities varied with particle size. The burst phases of A-2D and B-2D are very similar, because the specific gas expansion energy is of the same order of magnitude (Table 1). At 2 s, vertical mixture speed was ~115 m s\(^{-1}\), and horizontal speed was 200 m s\(^{-1}\) (Fig. 5a). The erupted material failed to become buoyant and at t > 5 s,
and collapsed below the vent. The current then moved parallel to the ground surface in the
PDC phase at \( t > 10 \) s, with the flow front \( \sim 1 \) km from source, and slope-parallel velocities of
roughly \( 80 \) m s\(^{-1}\). The trajectories of the fluid particles are similar to A-2D, with a very short
expansion phase followed by the sudden collapse of the stream (Fig. 5b).

The temporal evolution of the B-2D PDC is similar to A-2D up to 90s (Fig. 6 and
Movie S2 in auxiliary material), although the flow front moves faster due to higher inertia.
The main differences can be observed after 130s when the flow head does not significantly
slow down while the co-PDC plumes begin to develop in the flow tail. Instead, at 180s the
PDC head structure is preserved without showing significant deceleration and has reached a
distance of 10 km. The elutriation of particles occurs only in the PDC tail, so that it exerts a
negligible effect.

Next we examine simulation C-2D, which begins with a dome volume identical to A-
2D but \( K \) has been reduced to \( 10^{-14} \) m\(^2\). The lower permeability results in greater interior
pressures of several tens of MPa and much higher gas energy than A-2D. Because these
magnitudes exceed previous estimates of conduit pressures [Clarke et al., 2002a,b; Voight et
al., 1999], we consider this an extreme upper-bound case but useful to explore the effects of
high dome overpressures on the blast. As a consequence of the higher gas energy (compared
to A-2D) the initial quasi-spherical expansion reached a maximum gas velocity of \( 175 \) m s\(^{-1}\),
with corresponding peak particle velocities of 80, 145, and 175 m s\(^{-1}\) for particle diameters of
5000, 500, and 50 \( \mu \)m, respectively. At 2 s, vertical speed was \( \sim 140 \) m s\(^{-1}\) and horizontal
speed was 188 m s\(^{-1}\), and at 5 s, the average speeds were 106 m s\(^{-1}\) vertically, and 150 m s\(^{-1}\)
horizontally (Fig.7a). The erupted material again failed to mix with sufficient air to form a
buoyant column and thus, in the gravity collapse phase at \( t > 5 \) s, collapsed downslope in a
stream of ash, blocks, and gas. The material then moved parallel to the ground surface in the
PDC phase at \( t > 20 \) s (Fig. 9). The burst phase of C-2D is characterized by a violent radial
expansion of the mixture, with fluid parcels following almost ballistic trajectories up to 10 s
and greater than 500 m above the dome (Fig. 7b). Despite the high internal dome pressure,
even in this case the atmospheric pressure perturbation rapidly decays with distance from
source. Perturbations of the atmospheric pressure in the first 10 s at different distances from
the dome are shown in Figure 8. Values are sampled at 5 m above the ground. The plots
clearly identify the arrival of the pressure wave caused by the burst. The overpressure is
about 15 kPa at 1 km, creating a weak pressure wave of strength \( (p_{\text{after}}/p_{\text{before}}) < 1.2 \), and
decreases to only a few kPa at 3.5 km. Overpressures >2 kPa are sufficient to cause tree
blowdown [Valentine, 1998a], although the interior dome pressures assumed for C-2D are extreme.

The transition from collapse phase to PDC phase occurs at ~15-20 s. PDC front speeds are ~90 m s\(^{-1}\) at the transition. The temporal evolution of the PDC (Fig. 9, Movie S3 in auxiliary material) is similar to A-2D except that co-PDC plume development is more vigorous due to the greater initial expansion of the mixture associated with higher dome pressure. An intensely buoyant co-PDC plume develops from the flow head at a distance of 5 km at about 150 s and is then pulled vent-ward by the strong vertical convection above the vent (Figure 9, 180 s). At 240 s, the co-PDC plume extends to about 4 km from the source while a dense, thin basal flow has reached the distance of 10 km. The co-PDC plumes elutriated about 65\% of 50 \(\mu\)m, 30\% of 500 \(\mu\)m and <5\% 5000 \(\mu\)m particles.

4.2. PDC dynamics

Figure 10 shows the PDC front positions vs. time and the PDC front velocity vs. distance from the source. The front is tracked by measuring the most advanced part of the PDC, without distinguishing between the flow head and the thin basal layer. The “low energy” blasts (A-2D and B-2D) display nearly parallel trends, with B-2D’s flow velocity systematically higher than that of A-2D. The slight change in slope of the A-2D distance-time curve occurs where the current becomes positively buoyant and decelerates as a result. The more energetic blast (C-2D), on the contrary, attains the highest initial PDC velocity of all three 2D simulations (Fig. 10b) but decelerates rapidly due to extensive entrainment of atmospheric air and subsequent development of positive buoyancy in portions of the flow. As a result, the final PDC run-out is comparable with that of A-2D.

The trends of the front velocity vs. distance (Fig. 10b) are very similar for A-2D and B-2D even though the former shows more pronounced changes in the front velocity at 4 km (corresponding to the break-in-slope) and 6 km (where the co-PDC plume forms). On the other hand, the PDC front of C-2D developed a very high lateral velocity in the burst phase (please note that the front velocity does not necessarily coincide with the maximum flow velocity) while it decreased more rapidly corresponding to breaks-in-slope and subsequent entrainment.

Figure 11 compares mixture density, mixture velocity, and dynamic pressures, as a function of time, at 10 m above the ground surface at sampling positions 2, 3, and 4 km from the source. The left plots refer to simulations with lower dome volume (A-2D and C-2D),
whereas the right plots refer to the higher volume (B-2D). The dynamic pressure is computed from the mixture density $\rho_m = \varepsilon_g \frac{P \mu}{RT_g} + \sum_s \varepsilon_s \rho_s$, and the horizontal and vertical mixture velocity components $(u_m, v_m) = \frac{1}{\rho_m} \left[ \varepsilon_g \frac{P \mu}{RT_g} (u_g, v_g) + \sum_s \varepsilon_s \rho_s (u_s, v_s) \right]$, according to $P_d = \frac{1}{2} \rho_m \sqrt{(u_m^2 + v_m^2)}$. In the preceding equations, $\mu$ is the averaged molecular weight of the gas mixture, $P$ and $T_g$ are the gas pressure and temperature, $R$ is the universal gas constant, $\rho_s$ is the density of the pyroclasts, $\varepsilon$ is the volumetric fraction of a phase and the subscripts $g$ and $s$ refer to the gas and solids, respectively.

Mixture density plots (Fig. 11) show a peak corresponding with the passage of the flow head. This peak decreases in magnitude with distance from source, which we interpret to indicate flow head dilution. However, at later times (e.g., 100 s), the PDC mean density is controlled by the competing effects of intra-current sedimentation of particles and elutriation via a buoyant gas stream. For A-2D, peak densities of ~57, 19, and 18 kg m$^{-3}$ occurred at the three sampling positions at times ~50, 70, and 100 s. For C-2D, very similar values are reached about 10 s earlier. In contrast, B-2D produced peak densities of ~118, 38, and 30 kg m$^{-3}$ at the same locations, roughly double the values of the other two runs. Nevertheless, it is worth noting that the exact values of the density in the basal cells can be affected significantly by the mesh resolution. The sedimentation process is influenced by the vertical mesh size and deposition, as discussed above, and deposition is not explicitly treated by the model. The sensitivity of model results to grid resolution is discussed in detail in the appendix.

Mixture velocity also decreases with the distance from the vent and after the passage of the flow head. Please notice that mixture velocity 10 m above the ground is generally much lower than the front velocity (compare Fig. 11 to Fig. 10b), due to flow stratification. For A-2D, maximum velocities of 46, 40, and 34 m s$^{-1}$ occurred at 2, 3, and 4 km at times ~35, 60, and 75 s, respectively. For C-2D, maximum velocities at 2, 3, and 4 km, 10 m above ground, are 72, 44, and 33 m s$^{-1}$, at 23, 50, and 60 s, respectively. Apart from higher speed at the 2 km position, the values are close to those of A-2D, but occur 10-15 s earlier. For B-2D, peak velocities were 66, 43, 40 m s$^{-1}$, at times of 26, 50, and 65 s. Peaks in velocity always occur earlier than peaks in density, indicating that the arrival of the dilute ash cloud precedes the arrival of the dense basal layer. The large oscillations after about 110 s reflect the development of convective co-PDC plumes.
For A-2D, dynamic pressure peaks of ~44, 13, and 7 kPa occurred at the sampling positions at times of ~45, 65, and 90 s, about 15-20 s after the arrival of the PDC front. Similar values for C-2D occur almost 10 s earlier, because of the larger initial velocity of the burst phase. For B-2D, dynamic pressure peaks of ~75, 28, and 14 kPa, occurred at the sampling positions at times ~48, 65, and 80 s, about 20 s after the arrival of the PDC front.

The A-2D and C-2D simulated peak dynamic pressure in the region of severe damage at St. Patricks and Morris (at about 3.4 km from the source) were between 10 and 15 kPa, values less than those estimated to explain the damage observed [Sparks et al., 2002; Baxter et al., 2005]. On the contrary, for B-2D, simulated dynamic pressure in the same region was as much as 25 kPa, consistent with the minimum value (>25 kPa) proposed by Sparks et al. [2002] and Baxter et al. [2005] to explain the damage observed. The reader is cautioned that these near-ground (~10 m) dynamic pressures could be significantly underestimated due to a grid size effect (see Appendix, Fig. A2). Nevertheless, the general conclusion appears to be sustained.

An interesting feature of these simulations is that velocities in the region of severe damage between 3 and 4 km appear to be similar for A-2D, C-2D and B-2D, i.e. 33-43 m s^{-1}, whereas doubling the mass approximately doubled the peak mixture density, and doubled the dynamic pressure. We therefore conclude that damage potential on Montserrat may be linked more closely with high mixture densities than with unusually high current speeds.

Modeled mixture temperatures were also recorded at 2, 3, and 4 km positions, 10 m above ground. For all runs, and in all cases, peak values are roughly ~800°C, close to the initial temperature of the lava dome. These high peak values indicate that the basal layer of the PDC can keep high temperatures despite the intense air entrainment in the overlaying ash cloud. At 90 s convective plumes increase entrainment and plume temperatures drop to 200-400°C. Erosion and entrainment of cold substrate material on Montserrat undoubtedly contributed to temperature reduction, but are not treated in these simulations. Nevertheless, high temperatures of the ash in the Boxing Day event caused rapid ignition of furniture and combustibles, and was a major source of damage even at the periphery of the impacted area [Baxter et al., 2005].

Fig. 12 shows the dynamic pressure at R = 3.4 km (the distance relevant for damage observed at St. Patricks) at 10 m above ground. For A-2D, the onset of the jump in dynamic pressure associated with the arrival of the PDC front at SPT seismic station (at R = ~3.4 km) occurred at ~60 s, whereas the peak dynamic pressure occurred at ~70 s. For B-2D the flow front arrived at ~50 s with a peak at ~70 s. For C-2D the flow front arrival and peak dynamic
pressure roughly coincide at ~50-55 s. Given that the initial dome radius is 230 m, the
average velocity for A-2D was \((3400-230 \text{ m})/60 \text{ s} = 53 \text{ m s}^{-1}\), whereas for B-2D and C-2D,
the velocity was approximately 63 m s\(^{-1}\). These values are close to the average velocities of
38-56 m s\(^{-1}\) inferred from the timing of the first seismic pulse, but <50% of the velocity
inferred from the second seismic pulse (113 m s\(^{-1}\)). Our models therefore support the
hypothesis that the first pulse destroyed the station, although we must emphasize that average
velocities fail to capture the complex velocity vs. distance estimates discussed in previous
sections. The main 2D simulation results are summarized in Table 2.

5. 3D simulation results

Guided by the 2D parametric runs, the 3D PDAC code was applied over a Digital
Elevation Model (DEM) with a 20-m grid. The DEM represents conditions just before the
blast, with topography from a debris avalanche deposit filling much of the original White
River valley. The 3D computational domain is extended 9 km in longitude (from X=76160 to
X=85060 on the UTM map), 9 km in latitude (from Y=41560 to Y=50460) and 6 km
vertically. The horizontal mesh resolution varies, very gradually, from 20 m near the source
up to 200 m on the lateral boundaries. The vertical resolution varies from 20 m over the first
800 m, and gradually increases to 200 m at the top of the domain. The non-uniform mesh
allowed us to increase the resolution in the regions near the source and the ground, where we
observe the largest gradients in the flow variables. The initial dome is represented by a
hemisphere centered at coordinates [X=80690m; Y=46550m; Z=710m] on the summit flank,
sloping to the south [see topography Figure 13]. Two 3D simulations are presented here, A-
3D \((V_{DRE} = 5 \times 10^6 \text{ m}^3)\), and B-3D \((V_{DRE} = 11 \times 10^6 \text{ m}^3)\). For both cases, \(K=10^{-12} \text{ m}^2\). We
compared the simulation results against one another, and against maps of deposits and
destruction and observational data [Sparks et al., 2002; Ritchie et al., 2002; Baxter et al.,
2005].

5.1. Large-scale features

The results of the 3D runs are shown in Figure 13 and 14. Fig. 13 (vertical slice
through the dome center, parallel to PDC propagation direction) shows the initial burst phase
for simulations A-3D (a) and B-3D (b). The simulation is characterized, as in the 2D cases,
by an initial expansion phase at \(t < 5\) s, when the pyroclastic mixture expands into the
atmosphere forming a quasi-spherical shell. The subsequent collapse of the cloud at \(t \sim 10 \text{ s}\)
produces a PDC which travels down slope. The asymmetry of the collapse is due, in 3D, to
the source topography that provides an initial tilted flank on which the source rests, and an impediment to the propagation toward the Northern sector. The blast phase is very similar for A-3D and B-3D since the initial specific energy is nearly identical (Table 1).

Fig. 14a shows simulations A-3D propagating over a 20-m DEM of southern Montserrat viewed to the north. The evolution of the blast and blast-generated PDC is illustrated by color contours that represent total volume particle fraction, decreasing from dark ($10^{-2}$) to light ($10^{-6}$). The figure illustrates important effects associated with local topography, including accelerations affected by steep slopes, non-radial motions caused by obliquely-orientated topographic elements, particle-size segregation better developed in channels than on interfluves, and topography-influenced formation of buoyant plumes near the source and above the PDCs. At 10 s (not shown) early gravitational collapse feeds the PDC, followed by topographic segregation into two distinct PDC lobes. By 30 s the PDC is spreading over a broad sector of the landscape, with its main axis directed through St Patricks village, and segregation into local channels is shown by the development of several lobes. There is a weak rise of near-source buoyant plumes. Just after 60 s only one lobe exists, in the White River valley. By 90 s, multiple buoyant plumes are evolving above the source region, while the densest portion of the main lobe verges on St Patricks village, and the more dilute front extends over a 70° sector and to nearly 2 km offshore.

The second 3D simulation, B-3D (Fig. 14b), is representative of the higher-volume destructional/erosional pulses. The PDC flow features are generally similar to, but more strongly developed than, the previous run of Fig. 14a. At 10 s (not shown), early gravitational collapse feeds the PDC, followed by topographic segregation. By 30 seconds the PDC is spread over a 60° sector, centered about a main axis aligned to the southwest. Two lobes have developed, concentrating most of the mass in the White River channel; the current also moves in places over interfluves, aided in some cases by runup at channel bends. The densest portions of the two lobes remain beyond 60 s. By 90 s, the densest portion of the PDC occurs as a single lobe, and the PDC front has bypassed St Patricks and extends 3 km offshore, while multiple co-PDC plumes are rising above the source region.

Further details of the 3D simulations are illustrated by contours log of the particle volume fraction 10 m above the topographic surface and along a longitudinal (LL’) and a transverse (PP’) section (Figure 15). The particle maps (Fig. 15a,d) show, in both cases, a channelized flow to the east, in Dry Ghaut, recognized also in the field [Fig. 2; Druitt et al., 2002]. The model blast-affected sector is roughly 70° in both simulations and compares well with the mapped distribution (Fig. 2 and bold line in Fig. 15a,d). In both A-3D and B-3D,
particles concentrate near the base of the flow whereas co-PDC plumes generally develop at slope breaks and are significantly more dilute (Fig. 15b,c,e,f). The highest particle concentration occurs in channels and decreases with height above the surface (Fig. 15b,c,e,f), and laterally away from the centerline of the deepest channels (Figs. 15c,e). In general, current velocities are greater in the 3D simulations due to channeling effects, but some general trends are similar to the 2D runs. For example, doubling the dome mass (Simulation B-3D) also increases the PDC density, dynamic pressure and velocity, and decreases the elutriation rate (as in 2D).

Field studies of the SHV deposits provide evidence that mobile dense basal flows drained into channels which did not directly connect with the primary source area (secondary flows), including ravines west of St Patricks and Dry Ghaut to the east of the vent. They were immediately recognized as representing an important, but puzzling and hitherto underestimated hazard around active lava domes [Druitt et al., 2002]. The 3D simulations presented here strongly suggest that this type of hazardous flow can form in blast-type eruptions by PDCs which cross interfluves. Particle velocity vector maps (Fig. 16) augment the maps of particle distributions and compare well to blowdown features in the blast-affected area [Sparks et al., 2002; Baxter et al., 2005], as well as illustrate development of these secondary flows (originating near the summit, flowing to the East in Dry Ghaut). On the other hand, simulation B-3D produced a northward directed PDC lobe, which was able to overtop the summit. This type of PDC was not observed in the natural event, and we attribute the inconsistency mainly to the weak constraint to northerly motion provided by the modeled source topography. Animated results from three oblique views of both 3D models runs display the dynamic evolution of the phenomena mentioned above, and can be viewed on on-line auxiliary material (Movies S4 to S6).

In both 3D models (map not shown) high temperatures in the basal part of the currents extended even to the periphery of the PDC, where dynamic pressures were low. This is consistent with field observations that temperatures were high and rapid ignition was a primary source of building damage along the periphery of the affected zone [Baxter et al., 2005].

5.2 PDC dynamics

The dynamic pressure, mixture density and mixture velocity at fixed probe locations (shown by dots in Fig. 16) through time show that the dynamic pressure decreases with total mass erupted as in 2D (Fig. 17). For example, consider the dynamic pressure along the flow
axis for the two runs at 2.2 km from source (Fig. 17, top two panels, solid lines). Doubling the dome mass more than doubles the dynamic pressure, which can be attributed largely to an increase in PDC density (Fig. 17, middle two panels), and, to a much lesser degree, to changes in PDC velocity (Fig. 17, bottom two panels). This comparison agrees with the 2D calculations which suggest that the dynamic pressure is roughly proportional to the erupted mass and increases largely due to an increase in flow density, rather than to an increase in flow velocity. Dynamic pressure also decreases significantly with distance from source and with distance from the PDC axis towards the flow periphery, again with changes in flow density causing the bulk of the changes in $P_{\text{dyn}}$ (Fig. 17). For instance, the dynamic pressure of A-3D at 2.2 km from source along the flow axis is nearly six times the dynamic pressure along the flow periphery at the same distance from source, and is roughly three times the dynamic pressure along the flow axis at 3.2 km (Fig. 17, top left panel).

The maximum dynamic pressure recorded at 10 m above the ground, 90 s into simulation A-3D, is mapped in Fig. 18a. The map further illustrates that maximum dynamic pressure decreases steeply with distance from source and with distance from the main and secondary flow axes. The longitudinal (Fig. 18b) and transverse (Fig. 18c) sections show the steep decay in more detail. The maximum dynamic pressure calculated by A-3D near St. Patricks is about ~7 kPa, compared to estimates of >25 kPa required for the complete destruction at this axial locality [Sparks et al., 2002; Baxter et al., 2005]. And, for A-3D, peripheral areas experienced slowly-building peak pressures <5 kPa. Therefore, simulation A-3D suggests that dynamic pressures resulting from a collapse of $\leq 5$ million cubic meters are probably too small to explain the most severe damage observed. Although these simulated near-ground dynamic pressures could be underestimated by a factor of about two because of the grid size effect (Appendix, Fig. A2), the general conclusion appears to be robust.

The maximum dynamic pressure achieved by B-3D near St. Patricks is about 16 kPa (Fig. 18d,e,f). This value underestimates the actual dynamic pressure by a factor of about two because of the grid size effect (Fig. A2), so we conclude that this result is roughly consistent with estimates of >25 kPa based on field observations [Sparks et al., 2002; Baxter et al., 2005]. The much lower dynamic pressures in peripheral areas are also consistent with field-based estimates from damage. Therefore the dynamic pressures calculated for the B-3D case can account for the destruction observed both along the main axis and peripheral areas.

A further aspect of dynamic pressure is related to the ability of a PDC to pick up and entrain large rocks, trees, concrete slabs, etc., with these “missiles” themselves having the capability to cause severe damage [Esposti Ongaro et al., 2002; Sparks et al., 2002; Baxter et
Following the analysis by Wills et al. [2002], dealing with missiles transported by heavy winds, in a steadily increasing current the condition for flight of a loose object is,

\[ P_d C_D > \rho_s L g, \]

Where \( P_d \) is dynamic pressure, \( C_D \) is the drag coefficient, \( \rho_s \) is density of the object, \( L \) is the characteristic dimension of the object, and \( g \) is gravitational acceleration. The maximum size of the object is thus proportional to the dynamic pressure and inversely proportional to density of the object.

Applying this relation to the PDC dynamics at St. Patricks, we calculate maximum size \( L \) of a loose lava block borne by the PDC. Assuming \( C_D \) is approximately one for a bluff body, \( P_d = 25 \, \text{kPa} \), and \( \rho_s = 2000 \, \text{kg m}^{-3} \), yields a maximum block dimension \( L = 1.3 \, \text{m} \), which is consistent with the meter-sized blocks observed embedded in heavily impacted houses on Montserrat [Sparks et al., 2002, Fig. 16c].

Damage due to such objects can be related to their kinetic energy \( K \), given by

\[ K = \frac{1}{2} \rho_s V (\vartheta u)^2, \]

where \( V = \text{volume} \), \( \vartheta = \text{fraction of the current speed attained by an object before impact} \), \( u = \text{current speed} \). Assuming \( V = L^3 = (1.3 \, \text{m})^3 = 2.2 \, \text{m}^3 \), \( \vartheta = 0.36 \) (based on wind-tunnel tests for cubes [Wills et al., 2002]), and \( u = 45 \, \text{m s}^{-1} \) (sampled at 10 m above ground, Fig. 16), the kinetic energy is about 580,000 J. Since kinetic energies of a few tens of J are sufficient to seriously damage building components [Minor, 1994], such missiles can be considered an important hazard process related to PDC dynamics on Montserrat and elsewhere.

We finally note that dynamic pressures calculated for the 3D simulations represent a lower bound for the given volumes, because not all energy was focused directly to the south. For example, if the source boundary were changed to a quarter-sphere (with the same total volume as the hemisphere), with an east-west trending vertical back-boundary, the burst phase would be directed entirely to the south and would likely have been more damaging. We will explore the specific effects of source geometry in a future study.

6. Discussion

In general terms, the modeling results presented here have led to several scientific insights about the sudden decompression and subsequent destruction of a lava dome. According to our model results, the directed volcanic blast can reasonably be described by three main phases; the \emph{burst}, \emph{collapse} and \emph{PDC} phases. It appears that dome permeability and source pressure distribution can influence blast characteristics, mostly affecting the burst
phase and co-PDC plume development, and asserting lesser influence on asymmetric collapse characteristics and PDC velocity, density, dynamic pressure, and runout distance. On the other hand, total dome mass appears to exert the greatest control on PDC runout and dynamic pressure, which largely determine whether or not an event will be highly destructive. Comparison between 2D and 3D results indicates that topography strongly influences the dynamics of the PDC. For example, the 3D results capture the evolution of enigmatic high-concentration mobile dense basal flows in several channels not directly connected with the primary source area [Druitt et al., 2002] and simulate the steep decline in dynamic pressure with lateral distance from PDC axes. From these comparisons, we conclude that 3D modeling with topography is essential for full analysis of directed volcanic blasts, especially for exploring the effects of channeling on the distribution of pyroclastic deposits.

Given that the observed damage and deposit characteristics are the primary evidence of the Boxing Day blast characteristics and dynamics, we made broad comparisons between model results and estimates made from field analysis. From these comparisons, we suggest several conclusions specific to the 1997 Boxing Day event at SHV. The 3D simulations generally capture the geometry of the mapped sector of the Boxing Day event, as well as numerous other basic characteristics of the distribution of the eruptive products, including the development of multiple PDC lobes with the highest concentrations occurring along channel axes, and the formation of secondary pyroclastic flows in lateral channels. High-volume simulations (in both 2D and 3D) calculate PDC dynamic pressures consistent with field observations of structural damage, while dynamic pressures associated with low-volume simulations appeared insufficient to explain observations, providing evidence that the observed severe damage was likely caused by high-volume pulses, rather than low-volume pulses. A systematic decrease in peak PDC dynamic pressure with distance from source and from lobe axes was also reproduced, in accordance with the observed damage. Modeled temperatures are high over the extended region of the PDC even at the periphery where dynamic pressures were low, consistent with ignition being the major source of observed damage in those areas [Baxter et al., 2005]. The relatively sharp rise in dynamic pressure at St. Patricks (R = ~3.4 km; t = ~50 s) suggests average 2D model speeds of 53-63 m s⁻¹. These average speeds are reasonably consistent with estimates of 38-56 m s⁻¹ inferred by assuming that the first seismic pulse destroyed seismic station MSPT, but are roughly half of the velocity estimated by assuming that the second seismic pulse destroyed the station, supporting the hypothesis that the first pulse destroyed the station. These comparisons suggest that the model presented here, along with its simplifying assumptions, captured the
For the 1980 Mount St Helens blast, Kieffer [1981, 1984] developed the hypothesis that the most severe zone of damage could be explained by supersonic flow (Mach number >3) within a shock wave-constrained flow field. Kieffer also proposed that the boundary between the ‘direct blast zone’ and the ‘channelized blast zone’ north of the vent corresponded to a transition from supersonic to subsonic flow marked by a Mach disk shock at ~11 km from source. Wohletz [1998], for the MSH blast specifically, calculated leading shock wave overpressures of 40 kPa and dynamic pressures of 1 kPa at 10 km using the full thermal energy (7 Mt) released during lateral propagation of the blast, and assuming that the energy release time and empirical relations were similar to surges driven by a surface nuclear explosion [Glasstone and Dolan, 1977]. We discuss supersonic flow and shock waves below within the context of the Boxing Day event on Montserrat.

Under the assumption of mechanical equilibrium between the phases, no heat transfer between them, and no compressibility effects in the solid phases, the sound speed in a multiphase gas-particle mixture can be computed by the formula:

\[
c = \left(\frac{\gamma_g RT_g}{Y}\right)^{\frac{1}{2}} \left(1 + \frac{Y - 1}{\gamma_s - 1} \frac{\rho_g}{\rho_s}\right)
\]

where \(Y\) is the mass fraction of gas in the multiphase mixture, \(\rho_g\) and \(\rho_s\) are the gas and solid densities, \(T_g\) is the gas temperature, \(\gamma_g\) is the ratio of specific heats for the gas phase, and \(R\) is the perfect gas constant [Wallis, 1969; Dobran et al., 1993, Gidaspow, 1994]. Depending on the transformation, \(\gamma_g\) can be equal to 1.4 (adiabatic expansion of gas) or 1 (isothermal expansion). Due to the multiparticle nature of the mixture and therefore to the different degrees of equilibrium between gas and particles we tested both adiabatic and isothermal conditions. Nevertheless, the large exchange area between gas and particles, together with the high concentration of solids at the base of the PDC, favor (as shown by simulation results) an isothermal expansion. Therefore we prefer the value \(\gamma_g = 1\). Moreover, as a first-order estimate, we did not include a slip velocity correction due to its relatively small value compared to the horizontal flow speed. The above equation has been validated by Gidaspow and Driscoll [2007] by showing it appropriately describes the propagation of pressure waves through a fluidized bed over a wide range of void fractions. According to it, the sound speed of the mixture decreases with increasing particle volume fraction until a minimum is reached.
at a void fraction of 0.5. Similar estimates of the sound speed of the eruptive mixture can be obtained by using the pseudogas approximation; for instance Kieffer [1981] assumed $\gamma_{\text{mix}} = 1.04$ and obtains soundspeed values within a difference of few percent of our values. The associated Mach number is defined as $M = \frac{\sqrt{u_m^2 + v_m^2}}{c}$, where $u_m$ and $v_m$ are the mixture horizontal and vertical velocity components, respectively. Because the sound speed can be quite low in our gas-particle mixtures, we now explore the Mach numbers in C-2D and B-2D, the simulations most likely to exhibit supersonic flow. Simulation C-2D has the highest burst velocities, whereas B-2D exhibits the highest PDC velocities and has the lowest mixture sound speeds due to high particle concentration. Figures 19 shows Mach number contours for these two simulations.

For B-2D, the transformation from the burst phase to collapsing stream occurs in the first few seconds and the transformation from collapse phase to PDC phase is largely complete by 10 s (Fig. 19a). The PDC displays a local supersonic basal region, enhanced by topography. For instance at 30 s (Fig. 19b), isolated regions with $M > 1.6$ occur in front of local steep areas that promoted acceleration. By 50 s (Fig. 19c), $M > 1$ occurs in a thin basal zone limited to 1.6 - 2.3 km from source, whereas the PDC has spread to 3.6 km, and dynamic pressures $>15$ kPa (and rising) already occur in the subsonic region at 3 km (see Fig. 11 above).

C-2D shows the development of a concentric region of supersonic flow at 1 s in the burst phase (not shown), grading to a broader and gradually less concentric region of supersonic flow (with $M > 2$) in the laterally-directed collapsing stream (Fig. 19d at 10s). By 30 s the flow is subsonic nearly everywhere, except a very narrow region (R~1 km) where $M > 1$ in the PDC body (Fig. 19e). At later stages the flow Mach number decreases due to deceleration. At 50s (Fig. 19f) the maximum Mach number is roughly 0.8 at 3-4 km from the source.

The distribution of the mixture Mach number (over the dispersal sector at 10 m above the ground) is shown for simulation B-3D at 50s (Figure 20). The mixture sound speed is computed from the same relation used above, and ranges from 40 m s$^{-1}$ at the base of the PDC (where the particle concentration is the highest) to about 400 m s$^{-1}$ in the dilute ash-cloud, where the ash concentration is low but the temperature is still high. Maximum Mach number of approximately 1.0 occurs in a small patch along the main channel, where the velocity and the flow density are the highest, but apart from this the PDC is internally
subsonic. Along longitudinal (Fig. 20b) and transverse sections (Fig. 20c), the distribution of
the Mach number is very similar to that observed in 2D, with the highest values occurring in
the basal layer of the PDC. The Mach numbers in run A-3D (not shown) are everywhere
subsonic, suggesting that in the simulated events, supersonic effects are of very local
occurrence and of minor importance. To summarize, our model results suggest that the flow
is only locally supersonic (in correspondence with the regions with high particle
concentrations) and strongly transient, so that we can reasonably exclude any important effect
due to strong, persistent internal shock waves, beyond the burst phase and region (up to 2 s
after onset and distances < 1 km).

For the 1980 Mount St. Helens blast, it was hypothesized that an overpressured jet
horizontally emanated from a vent, resulting in a strong (Mach disc) shock normal to the blast
direction [Kieffer, 1981]. In such an underexpanded jet, the flow accelerates due to the
decompression and is supersonic in an extended region between the vent and the shock.
Based on our Montserrat simulations, we cannot exclude the possibility that increasing the
scale (total mass and energy) of the eruption to the size of the MSH blast could lead to the
formation of a short-lived overpressured jet. Nevertheless, according to the simulations
presented here, the strongly transient behavior of a blast and the generally low Mach numbers
in the corresponding PDC make us skeptical that a supersonic, underexpanded quasi-steady
horizontal jet of wide extent existed during the Boxing Day event.

The severe damage at St. Patricks appears to have been caused by the high dynamic
pressure of subsonic PDCs (>25 kPa), and impacts of large missiles (also related to dynamic
pressure), rather than by shock waves associated with supersonic flow, given that calculated
Mach number never exceeds unity in the region of damage. The existence of local regions of
M >1 implies that perturbations of the flow pressure (e.g., due to sudden changes in the
topographic profile) can generate internal shock waves. Nevertheless, no discontinuities
were calculated in these model runs at the mesh scale (a recent application of the PDAC code
to the simulation of the shock wave propagation in supersonic volcanic jets [Esposti Ongaro
et al., 2006] has demonstrated that the code is able to accurately capture the flow
discontinuities in the compressible regimes even using a relatively coarse mesh of more than
10 m). This conclusion, however, does not exclude the possibility of localized generation of
internal shock waves in isolated regions, or of damage by supersonic flow in the very
proximal area. We also note that with some alternative source conditions, the burst phase
could be more focused to the south.
7. Conclusions

Based on our model simulations we are able to separate the transient directed-blast at SHV into three main parts, the burst phase, the collapse phase, and the PDC phase. In the burst phase, the pressurized mixture is driven by kinetic energy of the gas phase, expanding rapidly into the atmosphere, with much of the expansion having an initial lateral component because of the geometry of the pressure release surface. The erupted material fails to mix with sufficient air to form a buoyant column and thus, in the collapse phase, falls beyond the source as a stream of gas and pyroclasts. The material then moves parallel to the ground surface as a density current in the mainly subsonic PDC phase. Local supersonic flow is possible in the PDC phase, but it likely results from high mixture density, rather than extremely high velocities. This idealization of directed blasts contrasts with some previous models (Kieffer, 1981, 1984; Wohletz, 1998).

Our modeling results also indicate that the total mass in the PDC has great control on inertia and runout, and can largely determine whether or not an event will be highly destructive. Further, source permeability and source pressure distribution can strongly influence burst-phase characteristics and co-PDC plume development, but affects only minor control over asymmetric fountain characteristics and PDC propagation. Topography strongly influences the dynamics of PDC evolution, and only 3D models incorporating 3D topography can capture the effects of channeling on the distribution of PDC deposits. Despite the complexity of the phenomena, our simulation results were consistent with field observations of depositional features, structural damage, and damage due to fires ignited by the pyroclastic event. In particular our calculations suggest that the severe damage observed in the St Patricks area on Montserrat can reasonably be explained by high dynamic pressures and missile impact loading within subsonic PDCs generated by high-volume pulses.

Appendix

Numerical resolution on rectilinear meshes

The PDAC code solves the multiphase transport equations on a rectilinear mesh in 2D (cylindrical or Cartesian) and 3D (Cartesian) [Esposti Ongaro et al., 2007; Neri et al., 2007]. The discretization schemes adopted in the PDAC code are accurate to the second order in a Taylor expansion on a uniform mesh. In the simulations performed we adopted non-uniform meshes in order to reduce the number of cells and, consequently, the execution time of each run. The use of a non-uniform mesh allowed us to increase the resolution in the regions near
the source and the ground, i.e. in the regions where we observe the largest gradients in the
flow variables. In 2D, the computational domain extended 10 km horizontally and 8 km
vertically and was discretized into 400×200 computational elements. The horizontal mesh
size was uniform in the first 600 m with a resolution of 20 m, then increased radially up to
100 m at 6 km and then was left constant at 100 m up to 10 km. Vertically, the mesh size was
uniform in the first 1500 m with a resolution of 10 m, then was increased gradually up to 60
m. In 3D, the computational domain was extended over a 9 km × 9 km area and up to 6 km
vertically and was discretized into 128×128×100 cells. In this case, we adopted a horizontal
resolution of 20 m, in a box of 500 m enclosing the source, and increased this gradually to
100 m beyond the 500-m boundaries. The vertical mesh resolution was uniform at 20 m for
the first 800 m, and then increased up to 200 m. To reduce the numerical error, in both 2D
and 3D, we limited the radial cell-size increase rate to 1.05, as is the common practice in
numerical modeling. The numerical error strongly depends on the diffusion properties of the
numerical scheme adopted and also on the flow Reynolds number. We therefore performed
several sensitivity tests to evaluate the effects of the horizontal mesh non-uniformity and
vertical mesh resolution on the numerical solutions.

Figure A1 presents the isocontours from -8 to -1 of the log_{10} of the total particle
volumetric fraction in the atmosphere at 90 and 180 s for simulation A-2D and for various
computational meshes, both uniform and non-uniform. The results show a minor effect of the
mesh features on the large-scale dynamics of the PDC propagation. In particular, the effect of
the horizontal cell stretching is negligible at 90 s (Figure A1, a and b), when the flow is
almost entirely in the uniform region of the computational domain. At 180 s (Figure A1, e
and f) some difference in the PDC runout can be observed, due to the different horizontal
resolution (20 m vs. 100 m). The effect of the vertical resolution on the large-scale
propagation of PDCs is also quite limited, as demonstrated by comparing the runout of PDCs
at 90 s with a mesh of 6, 10, and 20 m (Figure A1, c, b, and d). At 180 s the difference is
slightly more pronounced but still within a 10% tolerance. Similar results were obtained and
discussed by Dobran et al. [1993] and Neri et al. [2003]. Similarly, in 3D, the comparison
between maps of the total particle volumetric concentration at 90 s obtained with a uniform
(50 m) and non-uniform (20-100 m) horizontal discretization (not shown) confirms the
relatively minor effect of cell stretching on the solutions of explosion dynamics.

Because PDCs show strong vertical density and velocity gradients close to the
ground, the influence of the vertical mesh resolution on dynamic pressure is more significant
at the base of the flow. As a consequence, flow sedimentation and stratification computed by
the model significantly depends on grid size, as already noted in multiparticle simulations by Neri et al. [2003]. For example, Figure A2 shows the influence of mesh size on vertical profiles of mixture density, velocity, and dynamic pressure for the PDC of simulation A-2D. From the plots one can see that the solutions begin to converge on a single solution as vertical grid size decreases (compare the change from the 20 m to 10 m grid to the change from the 10 m to 6 m grid). Generally speaking the smallest grid spacing, in this case 6 m, produces the most accurate solution. Results obtained with the 6 and 10 m meshes produce similar solutions and flow gradients. In detail, they produce similar velocity profiles with maxima about 50-60 m above the ground (Fig. A2, b and e), and nearly identical density profiles (Fig. A2, a and d). The resulting peak in dynamic pressure is approximately 20-30 m above the ground (Fig. A2 c and f). The similarity between the solutions on the 6 m and 10 m grids suggests that a resolution of 10 m is adequate to quantitatively describe the primary flow features. On the other hand, the solutions on the 20 m mesh significantly underestimate the maximum value of dynamic pressure (relative to the 6 m grid) and do not capture patterns close to the ground. Unfortunately, a 10 m mesh resolution is difficult to achieve in 3D simulations, because of the substantial increase in the total number of computational elements and associated computing time, and therefore a 20 m minimum grid size was adopted in our main 3D simulations. This choice does not significantly affect the large-scale dynamics of the explosion and PDC propagation (see Figure A1 above and similar analyses reported in Neri et al., 2003), but likely underestimates the PDC dynamic pressure by roughly a factor of two (Fig. A2c,f). Our results show that the dynamic pressure profile of the PDC is characterized, at least under the conditions considered in our simulations, by a sharp gradient from the ground to its maximum value at approximately 20-30 m above the surface. As a consequence, the estimate of dynamic pressure at 10 m above ground or lower may be subject to considerable uncertainty, due to the grid size effect and also the complex effect of the ground boundary condition on the flow behavior [Dufek and Bergantz, 2007].

Finally, it should be noted that mesh resolution also affects the accuracy of the topographic description. To reduce errors associated with inaccurate descriptions of topography we adopted a new immersed-boundary technique [De’ Michieli Vitturi et al., 2007] suited to compressible multiphase flows in order to accurately describe, even with the relatively coarse mesh adopted, the no-slip condition at the interface between the fluid and the irregular 2D and 3D topography.
The computational grids used to date included up to 300 thousand cells in 2D and 2.5 million cells in 3D and required the challenging solution of several billions of algebraic equations. The parallelization strategy that allowed such an accomplishment was based on the decomposition of the domain among the computational processors by adapting the numerical solution algorithm to the parallel environment [Esposti Ongaro et al. 2007]. A parallel communications layer based on the Message Passing Interface (MPI) protocol and a friendly input/output interface make the new PDAC code portable on most parallel (shared- and distributed-memory) architectures and transparent to the programmers and the users. The new code is thus able to exploit the peak performance of large supercomputers and workstation clusters. In detail the code was run on a Linux cluster with 66 AMD Opteron CPUs at 1 GHz and 52 GB RAM, interconnected with a low-latency Myrinet network. On this machine, 3D runs took about 2500 total CPU hours.
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Table captions

Table 1. List of the main parameters used in 2D and 3D simulations. $\kappa$ is the porous dome permeability, $V_{DRE}$ is the Dense Rock Equivalent volume of the dome, $R_d$ is the resulting dome radius, $M$ is the solid mass in the dome, $\alpha$ the porosity (void fraction) and $E$ is the expansion energy per unit mass assuming an adiabatic or isothermal expansion (see text). The total mass in the 2D runs is multiplied by a factor accounting for the asymmetric distribution of the deposit over a sector of $70^\circ$.

Table 2. List of the main simulation outputs from 2D simulations. $H_b$ is the maximum burst height above the dome (see Figs. 3, 5, 7), $U_{b,g}$ is the gas burst velocity, $U_{b,p}$ is the three particles burst velocity, $U_f$ is the average velocity of the PDC after collapse, $T_p$ is the time at which the phoenix cloud form from the PDC front, $E$ is the percentage of pyroclasts elutriated at the final simulation time, $R_{m_{max}}, U_{m_{max}}, P_{d_{max}}$ are the maximum mixture density, velocity and dynamic pressure at 10m and 2, 3 and 4 km from the vent (see Fig. 11), $P_{dSP}$ is the maximum dynamic pressure at St. Patrick village ($R=3.4$ km, see Fig. 12).
Figure captions

Figure 1. The area affected by the 1997 Boxing Day lateral blast on Montserrat, view from south. a) before: foreground, St. Patricks village (left) and White River valley; background, SHV. b) after, showing debris avalanche deposit in and near the valley, and widespread blanket of PDC deposits over 70° sector. St. Patricks at lower left is completely destroyed.

Figure 2. Distribution of 1997 Boxing Day deposits (from Sparks et al., 2002). A-A’ marks the profile used in 2D runs A, B & C.

Figure 3. a) Initial expansion of 2D simulation A-2D ($V_{DRE} = 5 \times 10^6 \text{ m}^3, K = 10^{-12} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction. Initial condition, 2 s, 5 s and 12 s into simulation. By 12s the plume exhibits the collapse phase. b) Trajectories of fluid particles from 0 to 15s defining the burst phase and collapse phase of eruption.

Figure 4. Simulation A-2D ($V_{DRE} = 5 \times 10^6 \text{ m}^3, K = 10^{-12} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction (color map as in Fig. 3a). At 10s the burst phase has ceased and the PDC moves along the volcanic slope. At 20s the PDC head forms by the effect of the air entrainment at 1.5 km. At 40s in the PDC phase, the leading edge has thickened and most of the solid mass has entered the PDC. By 90s the PDC has progressed beyond the shoreline and further thickening of the leading edge is evident. By 180 s the PDC has reached 8 km and segregated fines are forming a co-PDC plume, with minor plumes at the trailing edge. At 240s, co-PDC plumes are well-developed and vertical motion dominates. Animated contours can be viewed on Movie S1 in the on-line auxiliary material.

Figure 5. a) Initial expansion of simulation B-2D ($V_{DRE} = 10 \times 10^6 \text{ m}^3, K = 10^{-12} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction. Initial condition, 2 s, 5 s and 12 s into simulation. By 12s the plume exhibits the collapse phase. b) Trajectories of fluid particles from 0 to 15s, defining the burst phase and collapse phase of eruption. The initial phase is not greatly affected by total mass (compare to Fig. 3a and 3b).

Figure 6. Results of B-2D ($V_{DRE} = 10 \times 10^6 \text{ m}^3, K = 10^{-12} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction (color map as in Fig. 5a). From 0 to 40s the dynamics is similar to A-2D, but the PDC front is more advanced. At 40s in the PDC phase, the leading edge has thickened. By 90 s the
PDC has progressed well beyond the shoreline with further thickening and broadening of the leading front. At 180s the increased dome mass and inertia results in high-speed runout beyond the computational limit of 8 km (PDC motion continues). Deposition is offshore. Buoyant co-PDC plumes are in the early stages of development. Animated contours can be viewed on Movie S2 in the on-line auxiliary material.

**Figure 7.** a) Initial expansion of 2D simulation C-2D ($V_{DRE} = 5 \times 10^6 \text{ m}^3$, $K = 10^{-14} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction. Initial condition, 2 s, 5 s and 12 s into simulation. The initial phase is strongly affected by initial total specific gas energy (compare Fig. 3). b) Trajectories of fluid particles from 0 to 10s, defining the burst phase and collapse phase of eruption (please notice the change in the axis scale with respect to Figs. 3b) and 5b).

**Figure 8.** Pressure perturbation at ground level and different radial distances (from 1 to 3.5 km) produced by the exploding dome in simulation C-2D.

**Figure 9.** Results of C-2D ($V_{DRE} = 5 \times 10^6 \text{ m}^3$, $K = 10^{-14} \text{ m}^2$). Contours are $\log_{10}$ of particle volume fraction (color map as in Fig. 5a). At 10s the pyroclastic material is expanding in the atmosphere (burst phase) by the effect of the high initial gas overpressure. At 20s the erupting material is collapsing to the ground forming a PDC. At 40s in the PDC phase, the leading edge has thickened. By 90 s the PDC has progressed past the shoreline with further thickening and broadening of the leading front. By 180 s the PDC has passed 6 km but has stalled and segregated fines are forming a co-PDC plume, with minor plumes at the trailing edge. At 240s, co-PDC plumes are well-developed onshore and vertical motion dominates. Animated contours can be viewed on Movie S3 in the on-line auxiliary material.

**Figure 10.** a) Front position versus time, and b) Front velocity versus position of simulations A-2D (solid line), B-2D (dashed) and C-2D (dotted). The front is tracked by following the most advanced part of the flow, irrespective of its shape (expanded flow head or thin basal flow).

**Figure 11.** Time-wise variation of the mixture density (top), mixture velocity (middle) and flow dynamic pressure (bottom) at 2 km (red), 3 km (green) and 4 km (blue) from the source. Values are sampled 10m above the ground level. Plots on the left are results from an erupted mass of $V_{DRE} = 5$
x $10^6$ m$^3$ and different dome permeabilities (A-2D: $10^{-12}$ m$^2$ - solid line; C-2D: $10^{-14}$ m$^2$ - dashed line). Plots on right are results from a higher erupted mass: B-2D ($V_{DRE} = 10 \times 10^6$ m$^3$) and high dome permeability ($10^{-12}$ m$^2$).

**Figure 12.** Flow dynamic properties at St Patricks, 3.4 km from source, resulting from simulations A-2D (solid line), B-2D (dashed) and C-2D (dotted). a) Time-wise variation of the flow dynamic pressure. Values are sampled 10m above the ground level. b) Vertical flow profile at the time of maximum dynamic pressure reported in the legend.

**Figure 13.** Isocontours [-8:0:-1] of the Log$_{10}$ of the total particle fraction at t=0s, t=5s and t=10s across a vertical section parallel to the Y axis in 3D simulations [X=80700]. The dark solid contour indicates the initial volume of the exploding dome at [X=80690m; Y=46550m; Z=710m]. A) Simulation A-3D ($V_{DRE} = 5 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$); B) B-3D ($V_{DRE} = 11 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$). The sequences can be compared with those in 2D in Fig. 3 and 5 (but the initial position of the dome is somewhat different; see text).

**Figure 14.** Temporal evolution of 3D pyroclastic dispersal process at 30, 60 and 90s. View from South on 20-m grid DEM. The isosurfaces correspond to the total particle concentrations of $10^{-6}$ (outer, light brown) and $10^{-2}$ (inner dark) a) Simulation A-3D ($V_{DRE} = 5 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$); b) Simulation B-3D ($V_{DRE} = 11 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$). Animated contours can be viewed on Movie S4 to S6 in the on-line auxiliary material.

**Figure 15.** Left panels: Simulation A-3D ($V_{DRE} = 5 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$); Right panels: Simulation B-3D ($V_{DRE} = 11 \times 10^6$ m$^3$, $K = 10^{-12}$ m$^2$). a,d) Map of the log$_{10}$ of total particle concentration at 10m above ground (the basal cell) at 90 s. Note channelized flow to the east, in Dry Ghaut, which was also recognized in the field. The bold line indicates the boundary of the debris avalanche and blast deposits. b,e) Longitudinal LL’ section of the log$_{10}$ of total particle concentration along the flow direction (seen from NW). c-f) Transversal PP’ section (seen from NE). Contours are log$_{10}$ of particle volume fraction. Please note that the color scale is different in the maps from the sections to highlight the weaker variations in the spatial distribution of pyroclasts.

**Figure 16** Maps of particle velocity vectors at 90s for simulations A-3D (a) and B-3D (b).
Values are sampled at 10 m above ground level (the basal cell). Points p1-p4 indicates the probe positions for the sampling of Fig. 20 and correspond to central (p1,p3) and peripheral (p2,p4) locations.

**Figure 17.** Dynamic pressure, mixture density and mixture velocity at 10m above the ground surface at selected locations marked by the dots in Fig. 18. Left) A-3D, Right) B-3D. The value of the maximum dynamic pressure (corresponding to the passage of the PDC head) drastically decreases in moving away from the source, and also from the flow axial region to the flow periphery.

**Figure 18.** Comparison between the maximum dynamic pressure of simulation A-3D (left plots) and B-3D (right plots). a-d) Map view at 10 m above ground surface in the basal cell at 90 s (dome positioned at [X=80690m;Y=46550m;Z=710m]). Solid lines mark longitudinal and transverse sections; b-e) Longitudinal section topography (green) and corresponding simulated maximum dynamic pressure (blue). Please notice that the longitudinal section does NOT correspond to the flow direction or to the steepest slope (see the map). The maximum value of the dynamic pressure drastically decreases with the distance from the source; c-f) Transverse section topography (green) and corresponding simulated maximum dynamic pressure (blue). Peaks in maximum dynamic pressure correspond to deep valleys where particles tend to concentrate, providing evidence that lateral peaks in maximum dynamic pressure are controlled by flow density, rather than flow velocity. The maximum value of the flow dynamic pressure in B-3D is almost double with respect to A-3D due to the increase of the erupting mass.

**Figure 19.** Mach number distributions for 2D simulations of volcanic blast at Soufrière Hills volcano; Isocontours are traced every 0.2. Maximum values are saturated in red above M=2.0, so that the green color corresponds to M~1 (sonic velocity, white isoline). a-b-c) Simulation B-2D ($V_{DRE} =10 \times 10^6$ m$^3$, $K=10^{-12}$m$^2$). The collapse phase (t=10s) is characterized by relatively high Mach number (M>2) in a proximal region (R = 500-800 m). High values of the Mach number at 30s correspond to regions at high particle concentration, rather than high velocity. The region affected by locally supersonic flow is limited to R<2.5 km and t = 50s. d-e-f) Simulation C-2D ($V_{DRE} = 5 \times 10^6$ m$^3$, $K=10^{-14}$m$^2$). Collapse phase shown at 10 s, with transformation to PDC phase nearly complete by 20 s (not shown). Further movement shows thickening and distortion of PDC front edge by air drag. By 30 s, the region for M>1 is limited to a
thin basal patch ~1.5 km from source. By 50 s, with the plume front at the site of destroyed houses (3.4 km), the basal zone of the PDC displays M<0.8, but with high dynamic pressure.

**Figure 20.** a) Map of the distribution of mixture Mach number at 50s, and at 10m above the ground level, for simulation B-3D ($V_{DRE} = 11 \times 10^6 \text{ m}^3$, $K = 10^{-12} \text{ m}^2$). b) Longitudinal section LL’ and c) transversal section PP’ of the Mach number distribution. Isocontours are shown for every 0.2 change. Maximum value observed is about $M \sim 1.0$, comparable with that observed in 2D (Fig. 19).

**Figure A1.** Influence of the mesh size and stretching on the large-scale PDC dynamics at 90s (left plots) and 180s (right plots). Isolines represent the $\log_{10}$ of the total particle volumetric fraction from -8 to -1. a,e) Reference simulation A-2D: $dx$ varies from 20 to 100m, vertical minimum size is $dz=10$m (total number of cells $N_t= 8 \times 10^4$). b,f) Uniform horizontal resolution of 20m, vertical minimum size is $dz=10$m ($N_t= 2 \times 10^5$). c,g) Uniform horizontal resolution of 20m, vertical minimum size is $dz=6$m ($N_t= 3 \times 10^5$). d,h) Uniform horizontal resolution of 20m, vertical minimum size is $dz=20$m ($N_t= 1.5 \times 10^5$).

**Figure A2.** Influence of the vertical mesh size on the PDC density (a,d), velocity (b,e) and dynamic pressure (c,f) profiles. a, b, and c is at 90 s and 3 km from source; d, e and f is at 90s and 4 km from source. The vertical resolution plotted are 6 m (solid line), 10 m (dashed line), and 20 m (dotted line), with a uniform horizontal resolution of 20 m. The ordinates report the height above the topography in meters (the ground elevation is 161 m at 3 km and 0 m at 4 km).
<table>
<thead>
<tr>
<th>Run</th>
<th>$\kappa$ (m$^2$)</th>
<th>$V_{\text{DRE}}$ (m$^3$)</th>
<th>$R_d$ (m)</th>
<th>Mass (kg)</th>
<th>$\alpha$</th>
<th>$E$ [J/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-2D</td>
<td>$10^{-12}$</td>
<td>$5.0 \times 10^6$ \times (360/70)</td>
<td>227</td>
<td>$60 \times 10^9$</td>
<td>0.1</td>
<td>320-490</td>
</tr>
<tr>
<td>B-2D</td>
<td>$10^{-12}$</td>
<td>$10.0 \times 10^6$ \times (360/70)</td>
<td>280</td>
<td>$120 \times 10^9$</td>
<td>0.1</td>
<td>390-610</td>
</tr>
<tr>
<td>C-2D</td>
<td>$10^{-14}$</td>
<td>$5.0 \times 10^6$ \times (360/70)</td>
<td>227</td>
<td>$60 \times 10^9$</td>
<td>0.1</td>
<td>1880-3380</td>
</tr>
<tr>
<td>A-3D</td>
<td>$10^{-12}$</td>
<td>$5.0 \times 10^6$</td>
<td>142</td>
<td>$12 \times 10^9$</td>
<td>0.1</td>
<td>320-480</td>
</tr>
<tr>
<td>B-3D</td>
<td>$10^{-12}$</td>
<td>$10.0 \times 10^6$</td>
<td>180</td>
<td>$24 \times 10^9$</td>
<td>0.1</td>
<td>340-520</td>
</tr>
</tbody>
</table>

Table 1
<table>
<thead>
<tr>
<th>Run</th>
<th>Hb (m)</th>
<th>U_{bg} (m s^{-1})</th>
<th>U_{bp} (m s^{-1}) (5000, 500, 50 \mu m)</th>
<th>U_r (m s^{-1})</th>
<th>T_p (s)</th>
<th>E (%) (5000, 500, 50 \mu m)</th>
<th>R_{m_{max}} (kg m^{-3}) (at 2,3,4 km)</th>
<th>U_{m_{max}} (m s^{-1}) (at 2,3,4 km)</th>
<th>P_{d_{max}} (kPa) (at 2,3,4 km)</th>
<th>P_{d_{SP}} (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-2D</td>
<td>250</td>
<td>160</td>
<td>75,125, 155</td>
<td>70</td>
<td>160</td>
<td>50, 20, &lt;0</td>
<td>57, 19, 18</td>
<td>46, 40, 34</td>
<td>44, 13, 7</td>
<td>&gt;12.5</td>
</tr>
<tr>
<td>B-2D</td>
<td>300</td>
<td>160</td>
<td>75,125, 155</td>
<td>80</td>
<td>&gt;180</td>
<td>0</td>
<td>54, 16, 17</td>
<td>72, 44, 33</td>
<td>46, 16, 6</td>
<td>&gt;26</td>
</tr>
<tr>
<td>C-2D</td>
<td>500</td>
<td>175</td>
<td>85,145, 175</td>
<td>90</td>
<td>150</td>
<td>65, 30, &lt;5</td>
<td>118, 38, 30</td>
<td>66, 43, 40</td>
<td>75, 28, 14</td>
<td>&gt;14</td>
</tr>
</tbody>
</table>

Table 2