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Abstract: The ionosphere has distinctive characteristics under different solar and geomagnetic
conditions, as well as throughout the seasons, and has a direct impact on our technological life
in terms of radio communication and satellite navigation systems. In the pursuit of developing
highly accurate ionospheric models and/or improving existing ones, understanding the various
physical mechanisms that influence electron density dynamics is critical. In this study, we apply the
Multivariate Empirical Mode Decomposition (MEMD) method to the electron density distribution
in the mid-to-high latitude (above 50◦ magnetic latitude) regions in order to identify the dominant
scales at which these mechanisms operate. The data were collected by the Swarm mission in the
Northern Hemisphere. MEMD allows us to separate the main intrinsic modes and assess their relative
contributions to the original one, thereby identifying the most important modes and the spatial scales
at which they exert influence. Our study spanned the period from 1 January 2016 to 31 December
2021, which was characterized by low solar activity levels. This choice allowed for a more focused
investigation of other variables influencing electron density distribution under similar solar activity
conditions. We specifically examined the variations of the resulting modes in relation to different
seasons and geomagnetic activity conditions, providing valuable insights into the complex behavior
of the ionosphere in response to various external factors.

Keywords: Multivariate Empirical Mode Decomposition; electron density distribution; Swarm
satellites; high-latitude ionosphere; seasonal and geomagnetic variability

1. Introduction

The ionosphere, a layer of Earth’s atmosphere, extends from about 60 km above the
surface to a height of about 1000 km. It is made up of charged particles such as electrons
and ions that form as a result of the ionization of neutral particles caused by solar radiation
and energetic particles from the magnetosphere [1]. Aided by technological advances in
observation techniques and numerical modeling, researchers have extensively studied the
ionosphere over the last century, leading to continuous advances in our understanding
of its dynamics. Solar flares, geomagnetic storms, atmospheric tides, and atmospheric
waves all influence the behaviour of the ionosphere, resulting in distinct characteristics
under varying solar and geomagnetic conditions. These dynamics have immediate conse-
quences for radio communication and satellite navigation systems [2–4]. Despite significant
progress in recent decades, certain aspects of the ionosphere, particularly during geomag-
netic storms, remain unresolved due to the complex interplay within the interconnected
magnetosphere–ionosphere–thermosphere system.

Over the course of the last decade, the Swarm satellite constellation [5] launched by
the European Space Agency (ESA) has consistently surveyed the highest-altitude layer of
the ionosphere, known as the F layer. This constellation, which consists of three identical
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satellites orbiting in a polar trajectory at altitudes ranging from 450 and 500 km, collects
crucial data on electron density and other physical parameters. This information has created
a valuable database, providing new insights into the F layer region. The processes occurring
in the ionosphere at middle and high latitudes, particularly in regions directly influenced
by interactions with the magnetosphere and solar wind, are of particular interest [6]. At these
latitudes, the ionosphere responds to the velocity field transmitted by the solar wind–
magnetosphere interaction, exhibiting distinctive planetary-scale patterns [7]. However,
the specific pattern observed at any particular time is highly dependent on the prevailing
conditions in the interplanetary medium, including the orientation and magnitude of
the interplanetary magnetic field (IMF). In addition to large-scale plasma motions that
contribute to electron density distribution at high latitudes, the ionosphere is subject
to other latitude-independent processes [8]. Photoionization is a notable process that
occurs as a result of the ionizing impact of sunlight on the ionospheric plasma. This
photoionized plasma can travel long distances, even through dark regions, before significant
recombination occurs. The interaction with sunlight shapes the plasma content in the
ionosphere, making it an important consideration in understanding the dynamic behavior
of the system. Other processes, such as particle precipitation, frictional heating, particle and
heat exchange with the plasmasphere, and interaction with thermospheric winds [9], all have
significant impact on the polar ionosphere, contributing to the considerable complexity of
this region.

In recent years, ionospheric modeling has grown in popularity as a means of re-
producing and predicting ionospheric behavior at various temporal and spatial scales.
These models are critical in assisting advanced technological systems that rely heavily on
applications such as radio signal propagation. Furthermore, they help to improve our
understanding of the ionosphere and the near-space environment. By conducting numeri-
cal experiments with these models, researchers can study various ionospheric processes
without the need to take direct measurements. Ionospheric models are primarily concerned
with describing the behavior of electron density in the ionosphere over space and time;
however, certain models can account for additional parameters such as ion and electron
temperatures, ion densities, and ionospheric drift. The advancement of ionospheric models
results from high-quality observations, model improvements, and enhanced computing
power. It is critical to identify and differentiate the various physical mechanisms influenc-
ing electron density dynamics in order to build more accurate ionospheric models of the
middle and high latitude region and to improve existing ones. In this context, it is critical
to understand the scales at which these mechanisms operate, their relative importance,
and their reliance on external parameters. In this paper, we use data from the Swarm
mission to apply the Multivariate Empirical Mode Decomposition (MEMD) method to the
electron density distribution in the middle and high latitude ionospheric region. Our goal
is to identify and isolate the various contributors and spatial scales that have an impact
within this area. The MEMD technique allows the main intrinsic modes in the ionospheric
density distribution to be identified; these are associated with different spatial scales, and
influence the plasma density dynamics in the selected region. Having extracted these
modes, their relative contributions to the original distribution can be assessed, allowing the
most significant modes to be identified along with the spatial scales at which they operate.
We have concentrated our research on the period from 1 January 2016 to 31 December 2021,
which was characterized by a low level of solar activity. This choice allows the effect of
other parameters on the electron density distribution to be investigated in greater depth
under similar solar activity conditions. Specifically, we looked at how the resulting modes
change with seasonal and geomagnetic activity conditions.

2. Data

The Swarm project is a pioneering ESA satellite constellation mission dedicated to
Earth Observation (EO) [5]. It consists of three identical satellites (Swarm A, Swarm B, and
Swarm C) launched on 22 November 2013. The satellites initially operated in a string-of-
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pearls configuration before transitioning to the final constellation formation on 17 April
2014. Within the mission, Swarms A and C were designated as the lower pair, operating
in close proximity throughout their operation. Positioned at an initial altitude of 462 km
and an inclination angle of 87.35 degrees, these satellites conducted detailed observations
within this orbit. Swarm B, on the other hand, remained in an higher orbit with an initial
altitude of 511 km and an inclination angle of 87.75 degrees. While Swarm B initially
followed a trajectory roughly parallel to the lower pair, its orbit has continued to evolve
over time due to the inherent dynamics of satellite motion. Each satellite is equipped with
various instruments, including the Absolute Scalar Magnetometer (ASM) [10], Vector Field
Magnetometer (VFM), Star Tracker (STR), Electric Field Instrument (EFI) [11,12] consisting
of Langmuir probes (LPs) and thermal ion imagers (TIIs), Global Positioning System (GPS)
Receiver (GPSR) [13], Laser Retro-Reflector (LRR), and Accelerometer (ACC) [14]. These
instruments allow for in situ measurements of electric and magnetic fields, plasma density,
and temperature, providing valuable insights into the ionosphere.

For this study, we utilized data from the LP instruments; a detailed description of
the LPs can be found in Knudsen et al. [11]. Our analysis focused on electron density
measurements obtained from the Swarm A satellite at a frequency of 1 Hz during the
period from 1 January 2016 to 31 December 2021. These valuable datasets are readily
accessible for download through the official website at https://swarm-diss.eo.esa.int/,
accessed on 15 January 2022, providing users with the option to utilize either a web browser
or an FTP client for retrieval.

The six-year data collection period allowed for a robust analysis of electron density
distribution at medium and high latitudes (above 50◦ magnetic latitude) in the Northern
Hemisphere during a period of low solar activity, as indicated by an average value of
the solar radio flux at 10.7 cm (2800 MHz) of 80 sfu (solar flux units). Moreover, the
collection period enabled the investigation of seasonal variations and their impact on
density patterns. To investigate this, the dataset was divided into segments based on
the local seasons, with the equinoxes and solstices at the center. Each year was divided
into four periods of three months each in order to more accurately capture the seasonal
changes. This segmentation approach ensures that the observed spatial distribution of the
electron density reflects the corresponding solar illumination conditions at the satellite’s
position. Furthermore, to examine the effect of geomagnetic activity on the distribution of
electron density, we divided the dataset into two distinct periods, one corresponding to a
period of low geomagnetic activity and the other to a period of high geomagnetic activity.
These periods were identified using the SME index, which supplements the AE index and
was obtained from the SuperMAG global magnetometer network [15]. We used the SME
index [16] instead of the well-known AE index [17], as the latter was not available for the
entire time period under analysis. Previous scientific studies [18] have shown that, similar
to the AE index, the SME index represents a reliable indicator of geomagnetic activity at
high latitudes. While the SME index uses the same calculation methodology as the AE
index, it uses a much larger number of magnetometer stations, typically ten times more
than the original index. This increased station coverage makes for improved precision
in capturing the dynamics of geomagnetic disturbances by improving the accuracy of
timing, intensity, and event location determination. To differentiate between low and high
geomagnetic activity within the dataset, we used two SME thresholds, one set at 70 nT and
the other at 230 nT, as these thresholds corresponded to the 25th and 75th percentiles of the
cumulative distribution during the chosen period. SME values of less than 70 nT indicate
periods of low geomagnetic activity at high and middle latitudes, while values greater than
230 nT identify periods of geomagnetic disturbance at these latitudes.

Figure 1 illustrates the electron density (Ne) data that support the analysis presented in
this study. Specifically, the figure displays six distinct maps arranged in two columns. The
first column corresponds to the period of low geomagnetic activity (SME ≤ 70 nT), while
the second column represents the period of high geomagnetic activity (SME ≥ 230 nT).
Each column contains polar views depicting the average spatial distribution of the electron
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density during the equinox period and during the Northern Hemisphere’s summer and
winter solstice periods; the spring and autumn equinoxes are grouped together because
electron density is subject to the same solar illumination conditions during these periods.
To visualize the average polar electron density, data are plotted in a coordinate system that
combines the quasi-dipole (QD) latitude and magnetic local time (MLT). The QD coordinate
system introduced by Richmond [19] was specifically chosen due to its applicability in
studying phenomena associated with horizontally stratified ionospheric currents. In order
to align the data with the position of the Sun, MLT was utilized instead of QD longitude.
The top of the maps correspond to noon and the bottom to midnight, and a binning grid
of 1◦ × 1◦ is employed. Each 1◦ bin in MLT corresponds to a time interval of 4 min. The
spatial distributions of electron density clearly show a dependence on MLT and latitude,
along with variations associated with seasonality and the level of geomagnetic activity. The
maps provide useful information about several well-known aspects of electron density in
the high-latitude ionosphere. One notable finding is that the electron density values during
the day are nearly double those during the night. The solar ionization process, which is
the primary mechanism of generating free electrons in the ionosphere, is responsible for
this stark contrast. Surprisingly, this characteristic remains consistent regardless of the
geomagnetic activity levels, despite a clear seasonal dependence. Another notable feature is
the depletion of electron density in the sub-auroral ionospheric region, particularly on the
night side. This depletion is a distinguishing feature of the main ionospheric trough (MIT),
which acts as a boundary between the auroral and middle latitude regions [20]. The MIT is
a highly dynamic structure that serves as a signature of the magnetospheric plasmapause
in the nighttime ionosphere. This characteristic remains consistent for different levels of
geomagnetic activity and seasons. Finally, a notable feature that is particularly evident
during equinoxes is the presence of a region with high electron density values in the
mid-latitude and sub-auroral ionospheric region. It is most noticeable during periods
of increased geomagnetic activity. This phenomenon is known as the storm-enhanced
density (SED), and the mechanisms of its generation and decay have been studied using
ground-based and space observations [21]. Panels b and d of Figure 1 show that the SED
region forms a plume extending from the day side into the polar cap along the convection
streamlines, giving rise to the well-known “tongue of ionization” (TOI). Foster et al. [22]
proposed that the TOI represents the ionospheric projection of the equatorial plume into
the magnetosphere. The orientation of the IMF, specifically the By and Bz components, has
a strong influence on the spatial distribution of the TOI within the polar cap region. In
the Northern Hemisphere, the TOI moves towards the dawn sector with positive IMF By
and towards the dusk sector with negative IMF By. Furthermore, when negative IMF Bz
values are involved the TOI appears narrower and more intense over the polar cap with
respect to periods characterized by positive IMF Bz values. This behavior is consistent
with the influence of the Bz and By IMF components on the polar ion convection pattern;
Bz governs the cross polar cap potential and ion convection pattern, while By determines
the dawn–dusk asymmetry in this convection. While we do not specifically analyze the
average distribution of electron density with respect to IMF orientation in this study, it
is clear that this description aligns well with the average distribution obtained during
periods of high geomagnetic activity, in which the IMF Bz component is negative, as we
discuss later.
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Figure 1. Polar view of the average spatial distribution of electron density (Ne) for low (a,c,e) and
high (b,d,f) geomagnetic activity conditions in the Northern Hemisphere as represented in the
QD–magnetic latitude (MLat) and MLT reference system. Each column shows the average spatial
distribution of electron density during three different periods of the year: equinoxes, summer, and
winter. The maps are based on data collected by the Swarm A satellite from 1 January 2016 to
31 December 2021, and reflect an average altitude of approximately 460 km. The concentric circles
are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦.

3. Method: EMD and its Multivariate Extension

Empirical Mode Decomposition (EMD) is a data analysis technique first introduced
by Huang et al. [23] with the aim of adaptively representing non-stationary signals. The
fundamental concept is that a signal can be decomposed in a finite, often small number
of intrinsic oscillatory modes, each one of them reproducing the repeating behaviour
of the signal at a specific time scale [24]. The EMD method allows signals that are not
compatible with the Fourier Transform restrictions to be analyzed. In fact, Fourier analysis
is a powerful method of extracting the energy–frequency distribution of a signal, and is
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widely used for its simplicity and its general applicability; however, it cannot produce
physically meaningful results when dealing with nonstationary data [23]. In such cases,
EMD can resolve the role of reducing the signal s(t) into a set of basis signals

s(t) =
N

∑
n=1

cn(t) + res(t) (1)

which are derived directly from the data itself [24].
The empirical modes cn(t) must fulfill two criteria: first, when considering the entire

dataset, each of these function must have the same number of extrema (local maxima
and/or minima) and zero crossings or differ by one at most; second, when considering
any point, the mean value between the envelopes defined by the local maximum and local
minimum must be zero [23]. The resulting functions are simple oscillatory modes, which
differ from simple harmonic components in that their frequency and amplitude can change
along the time frame.

The procedure for extracting the empirical modes, called sifting, involves the follow-
ing steps:

1. The local extrema of the considered dataset are identified.
2. A cubic spline is used to connect all the local maxima in order to obtain the upper envelope.
3. Another cubic spline is used to connect all the local minima in order to obtain the

lower envelope.
4. The mean between the two envelopes (m1) is computed.
5. The first component h1 is obtained by subtracting m1 from the data h1 = x(t)− m1.
6. If h1 is a function with zero mean, it is accepted as the first empirical mode, c1 = h1;

otherwise, h1 undergoes steps 1–5 itself and the procedure is repeated until h1 fulfills
the zero mean criterion.

In addition, it is necessary to apply a stopping criteria to the number of sifting iter-
ations; in this way, the obtained empirical modes preserve the amplitude and frequency
modulation as well as their physical sense [23]. One potential stopping criterion is to
determine a threshold limit for the size of the standard deviation between two consecutive
sifting steps k and k + 1:

σk = ∑
j

[
δk(tj)− δk+1(tj)

]2

δn(tj)2 < ε (2)

in which ε is usually fixed at 0.3 [23]. To obtain the following empirical modes, the process
is successively applied to the residual r1 = s(t)− c1. The procedure described above is then
repeated until the residual becomes a constant, a monotonic function, or a function with
only one maximum and minimum from which it is not possible to extract other modes [24].
If necessary, it is then possible to compute the instantaneous frequencies and amplitudes of
each obtained mode by applying the Hilbert transform to each of the modes. When adding
this final step, the full process is called the Hilbert–Huang Transform [24].

In the presence of multivariate signals, the definition of local extrema becomes more
complicated, making the step of local mean estimation non-obvious [25]. Therefore, in these
cases it is not possible to apply directly EMD, and becomes necessary to employ its multivari-
ate extension (MEMD). After the first proposals of EMD extension to complex/bivariate [26,27]
and trivariate data [28], Rehman and Mandic [25] proposed a way of extending the concept
of local extrema to an N-dimensional space. The N-variate signal has to be subdivided
into N-dimensional datasets, each of which is then projected along different directions
in the N-dimensional space. Each projected signal has its own envelopes for each of the
directions, and the local mean can be computed by averaging over the N-dimensional
space. The local mean can be computed through two different methods, both involving
the selection of a suitable set of direction vectors in the N-dimensional space. In the first
method, uniform angular sampling of a unit sphere in an N-dimensional hyperspherical
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coordinate system is used to obtain a set of direction vectors that covers the whole (N − 1)
sphere. The second method is based on low-discrepancy point sets, in which discrepancy
refers to a quantitative measure of the irregularity or non-uniformity of a distribution. This
approach belongs to the class of quasi-Monte Carlo methods [29]. Through either methods,
a uniform distribution of direction vectors is obtained that can provide more accurate
estimation of the local mean in N-dimensional spaces. Multivariate empirical modes can
be successively obtained following the already mentioned procedure of standard EMD by
using multivariate spline interpolation and checking the obtained modes properties [30].
An important difference with EMD is that in MEMD the condition of equality between the
numbers of extrema and zero crossings is not imposed, as the definition of extrema is not
straightforward for multivariate signals [31].

In this work, we used a Python algorithm to apply the MEMD method, available
at https://github.com/mariogrune/MEMD-Python-, accessed on 20 April 2023; it is an
adaptation of the procedure described in Rehman and Mandic [25] and is produced in
Matlab (freely available at: http://www.commsp.ee.ic.ac.uk/~mandic/research/emd.htm).
We chose to use this Python version because of its applicability to input data characterized
by any number of channels. In fact, as an input for this MEMD algorithm we utilized
the two-dimensional matrix obtained by binning the electron density data into a grid of
1◦ × 1◦ in magnetic latitude and MLT, where 1◦ corresponds to 4 min in MLT. Each bin in
the map reports the mean electron density value considering all the Swarm measurements
that fall within it. Here, we are interested in the region above 50◦ in magnetic latitude;
in order to avoid a bad description of the lower latitude border, however, we obtained
a map above 45◦. On the other hand, to account for the cylindrical symmetry in MLT,
where the values of the first column in MLT (MLT = 00:00) must be the same as those of
the last column in MLT (MLT = 24:00), we extended the matrix by replicating the original
matrix three times. In this way, the input matrix has a dimension of 45◦ × 1080◦. Thus, the
MEMD algorithm returns (N + 1) matrices 45◦ × 1080◦, representing the N modes plus the
residue in which the signal is decomposed. From each of these N matrices, we selected the
360 central columns and the rows representing the latitudes above 50◦. In this way, (N + 1)
rectangular maps of 40◦ × 360◦ are obtained, represented in polar coordinates, allowing
for better visualization of the spatial distributions of the features characterizing each mode.

Each multivariate empirical mode is characterized by a distinctive scale, which can be
roughly visualized by considering a fixed magnetic latitude and checking how many times
the electron density passes from positive to negative values. This happens with a specific
periodicity in MLT depending on the mode. We evaluated this average timescale/period by
considering the 40 time series of 360 data points, obtainable from each one of the 40 rows
of the aforementioned matrix. It is possible to obtain a periodogram from each series
that provides the signal spectral density as a function of the frequency. By averaging
the 40 periodograms relative to each fixed magnetic latitude, a single mean periodogram
characterized by a peak corresponding to the most significant frequency of the mode can
be obtained. The inverse of the frequency corresponding to this Fourier PSD peak provides
an indication of the longitudinal variability associated with the considered mode. Because
we report our results in MLT coordinates, we are able to represent the average periods in
units of time (minutes).

4. Results

We begin our investigation by applying the MEMD method to the electron density
distribution during the equinox period when geomagnetic activity is low. Figure 2 presents
the results of the decomposition. We obtained a total of eight modes plus the residue. These
are represented on polar maps by plotting their average electron density value using QD
latitude and MLT. The top of the map corresponds to noon and the bottom to midnight;
the MLT equal to 06:00 (on the right) and 18:00 (on the left) is indicated in order to better
visualize the morning and evening sectors, and a 1◦ × 1◦ binning grid is used.

https://github.com/mariogrune/MEMD-Python-
http://www.commsp.ee.ic.ac.uk/~mandic/research/emd.htm
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Figure 2. Polar view of the eight modes and the residue obtained from the MEMD of electron density
distribution during the equinoctial period, in the Northern Hemisphere, when geomagnetic activity
is low. Maps are represented using the QD–magnetic latitude (MLat) and MLT reference system. The
concentric circles are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦.
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In Figure 3, the left side shows the average period obtained through the latitudinal
averaged frequency analysis associated with each mode and right side shows the energy
distribution in terms of the normalized variance of each mode with respect to the total
variance of the signal. Observing the energy trend of each mode, the first six exhibit
extremely low energy levels, with a normalized variance value lower than that of the first
mode; as a result, because the EMD acts as a dyadic filter [32] and the first mode is usually
associated with the noise content of the signals [33], when the normalized variance is less
than that of the first mode it cannot be physically meaningful in the statistical sense.

Figure 3. (Left) the MLT period of each mode reported in Figure 2 and (Right) the energy content
of each mode shown in Figure 2 evaluated as the normalized variance. The horizontal dashed line
indicates the energy value of the first mode, which is associated with noise.

As a result of analyzing the energy contribution of each mode to the original signal, it
is clear that the last two modes and the residue contribute significantly to the description of
the initial distribution. By examining the time periods associated with each mode, however,
three distinct trends emerge, allowing the obtained modes to be classified into three classes.
The first class includes the first two modes, the second class includes the four following
modes (from the third to the sixth mode), and the third class includes the seventh and
eighth modes.

We examined any variations with the latitude in the average period value for each of
these four modes by conducting a comprehensive analysis of the periodicities of the modes
in MLT belonging to the second class. The periodogram for a given magnetic latitude
value was computed by taking into account the series of density values corresponding to
different MLTs. This entailed analyzing 40 distinct periodograms for each mode obtained
from a series of 360 data points, with a resolution of 1◦ for both magnetic latitude and
MLT. The fundamental frequency value was calculated from each periodogram based on
the peak position. The average period was then calculated using the frequency values in
MLT, with the period found to be practically constant with the latitude for all four analyzed
modes. The average periods obtained for each one of the four modes are (41 ± 4), (81 ± 9),
(130± 10), and (235± 25) min. These periodicities are in good agreement with the harmonics
and subharmonics of the satellite’s orbital period (∼94 min). In other words, the spatial
structure of the electron density distribution associated with these modes closely resembles
the satellite traces, implying a possible link to the data acquisition process. However, we
note that these modes do not contribute significantly to the overall decomposition, because
their energy remains lower than that of the first one. As a result, we combine this second
class of modes together and consider a smaller number of modes for further analysis.

Figure 4 illustrates the grouped modes that effectively describe the fundamental modes
present in the spatial distribution of electron density in the Northern Hemisphere. The
modes (labeled hereinafter by Roman numerical notation) and the residue are among them.
The first mode (I mode), which is essentially noise, is the sum of the initial two modes. The
second mode (II mode), a combination of the third to sixth initial modes, is associated with
the satellite’s orbit. The third (III) and fourth (IV) modes are direct results of the initial
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decomposition, and given their higher energy values represent the primary modes through
which the original signal is decomposed.

Figure 4. Polar view of the fundamental modes and residue obtained from the Multivariate Empirical
Mode Decomposition (MEMD) of electron density distribution during the equinoctial period under
low geomagnetic activity in the Northern Hemisphere. Imode corresponds to the sum of the 1◦ and
2◦ modes reported in Figure 2, II mode corresponds to the sum of the 3◦, 4◦, 5◦, and 6◦ modes in
Figure 2, and III and IV modes are equal to the 7◦ and 8◦ modes in Figure 2, respectively. Maps are
represented in the QD–magnetic latitude (MLat) and MLT reference system. The concentric circles
are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦.

The same identical procedure was used for the electron density distributions during
summer and winter seasons when the geomagnetic activity was low, and was repeated for
the geomagnetically disturbed period. In all the analyzed cases, regardless of the season
and the geomagnetic activity level, the original electron density distribution is consistently
decomposed into eight modes along with the residue. In addition, during all the analyzed
configuration, which are not shown here for brevity, the modes’ average periods and energy
distributions follow the same behaviour as the one obtained in the first study case, i.e.,
during the equinoctial period and low geomagnetic activity, as reported in Figure 3. This
makes it clear that even in the other five configurations under analysis it was possible to
distinguish three different classes of modes which contribute different amounts of energy
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to the original signal. This observation led us to use the same mode grouping approach
described in detail previously during the equinoctial period of low geomagnetic activity. In
this way, in each case we obtained four decomposed modes accompanied by their residue.
The third and fourth modes and the residue obtained for each configuration of season and
geomagnetic activity level are the ones that provide the more relevant contributions to the
electron density description, and are shown and discussed in the following Section 5.

5. Discussion

Application of the MEMD method to the spatiotemporal distribution of electron
density at middle and high latitudes in the Northern Hemisphere under various seasonal
and geomagnetic activity conditions reveals the presence of fundamental modes that
underlie the initial distributions. Surprisingly, these modes are consistently observed in
all six datasets regardless of the specific season or level of geomagnetic activity under
consideration. Each electron density dataset can be accurately reconstructed by combining
the residue with these four distinct fundamental modes.

To gain a better understanding of the physical processes associated with each mode,
we examine its spatiotemporal distribution and how it varies across seasons and levels of
geomagnetic activity. We begin with the residue term, which is the basis of the electron
density distribution and to which the modes are later added to reconstruct the initial
distribution. We find a striking similarity in the spatiotemporal structure of the residues
obtained under low geomagnetic activity across the three seasonal periods, as can be seen
in the left column of the upper part of Figure 5. The electron density is highest at lower
latitudes and gradually decreases towards higher latitudes, reaching a minimum around
60◦–65◦. It then begins to rise again, reaching a peak near 80◦ before falling near the
magnetic pole. This pattern reveals two distinct bands of maximum intensity, one below
55◦ magnetic latitude and another between 75◦ and 85◦ magnetic latitudes. Lower electron
density regions exist primarily between 55◦ and 75◦ latitudes and near the magnetic pole,
corresponding to the polar cap. While the spatiotemporal position of these bands remains
consistent across seasons, the absolute values of the electron density and intensity ratios
between the different bands change.

The upper part of Figure 5 depicts the spatiotemporal distributions of residues, which
cannot be effectively represented using a single value scale in all cases. Therefore, to
better compare the different configurations using a common scale, the bottom part of
Figure 5 displays various electron density profiles as a function of the magnetic latitude
for the studied season and level of geomagnetic activity in a single graph. This provides a
comprehensive view of the spatial variations in electron density across different latitudes,
enabling a detailed examination of the patterns and changes associated with each specific
season and level of geomagnetic activity. These profiles correspond to a fixed MLT = 12:00,
and clearly show that the electron density is higher during summer than during winter at
all latitudes and exceeds the density observed during the equinoxes. This consistent pattern
holds regardless of geomagnetic activity. The variation in the baseline electron density,
which varies depending on the time period under study, corresponds to the differences
observed in the distribution of electron density in the F-layer of the ionosphere between
seasons (summer, winter, and equinoxes). When compared to other seasons, the summer
has a higher electron density. This is due to an increase in solar radiation, which heats both
the atmosphere and the ionosphere. Elevated temperatures promote the ionization of atoms
and molecules, resulting in a higher electron density in the F-layer of the ionosphere. This
effect is particularly pronounced in the equatorial and lower-latitude regions, where solar
radiation is stronger. However, as our research shows, similar phenomena can be observed
at higher latitudes as well. Winter, on the other hand, sees a decrease in electron density
in the F-layer of the ionosphere. Solar radiation is less intense during this season, and the
atmospheric and ionospheric temperatures are generally lower. As a result, there is less
ionization of atoms and molecules in the atmosphere, resulting in a lower electron density
in the F-layer of the ionosphere. The decrease in electron density is most noticeable in the



Remote Sens. 2023, 15, 4550 12 of 21

polar regions, where solar radiation is scarce or non-existent during the winter months.
There is an intermediate distribution of electron density in the ionosphere’s F-layer during
the equinoxes, which mark the transition between summer and winter. When compared to
other seasons, the moderate solar radiation and temperatures during these times result in a
relatively balanced electron density. Therefore, the spatiotemporal pattern of the residues
reflects the fluctuations in electron density within the F-layer of the ionosphere throughout
the seasons which arise from the complex interplay between solar radiation, atmospheric
temperatures, and ionization processes.

Figure 5. (Upper part): polar view of residue obtained from the MEMD of electron density distribu-
tion during the equinoxes (first row), summer (second row), and winter (third row) under low (left
column) and high (right column) geomagnetic activity conditions in the Northern Hemisphere. Maps
are represented in the QD–magnetic latitude (MLat) and MLT reference system. The concentric circles
are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦. (Bottom part): residue
trend as a function of the magnetic latitude at a fixed MLT value of 12:00 for the three seasons and
two levels of geomagnetic activity.
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The seasonal differences in the spatiotemporal distributions of the residues obtained
by decomposing the electron density distributions remain visible during periods of high
geomagnetic activity. The spatial and temporal distribution of the electron density within
the residue is higher during the summer compared to the winter and equinox seasons.
Figure 5 reveals that the average level of electron density is affected by both the season
and the level of geomagnetic activity, with notable changes occurring during periods of
high geomagnetic activity. The minimum in the density distribution within the polar cap
region vanishes, replaced by a single region of maximum electron density spanning the
entire polar region that begins around 80◦. Additionally, the band of the minimum electron
density shifts towards higher latitudes. The residue maps exhibit a minimum region
around 75◦, with a subsequent displacement towards the polar region of approximately
5◦ compared to the quiet condition. The finding that an increase in geomagnetic activity
causes an increase in electron density in the F region of the ionosphere is consistent with
previous research. This increase in average electron density can be attributed to a number
of well-studied and documented factors. One factor is the enhanced energy input from
the magnetosphere during periods of geomagnetic activity. Geomagnetic disturbances
such as substorms and magnetic storms can lead to the injection of energetic particles into
the ionosphere. These particles ionize the neutral particles in the F region, resulting in an
increase in electron density. Another factor is the enhancement of electric fields and plasma
convection associated with geomagnetic activity. Electric fields generated by the interaction
between the solar wind and the Earth’s magnetosphere can accelerate charged particles
in the ionosphere, leading to increased electron density. Driven by the motion of plasma
within the magnetosphere, plasma convection can transport higher-density plasma in the
ionosphere from lower latitudes to higher latitudes. Furthermore, increased geomagnetic
activity can lead to changes in thermospheric composition and temperature. These changes
can affect the ionization and recombination rates in the F region, influencing the electron
density. It is important to note that the relationship between geomagnetic activity and
electron density in the F region is complex, and varies depending on the circumstances
and location. It is worth noting, however, that the residues obtained from our analysis
appear to capture these changes, providing insights into the variations in electron density
associated with geomagnetic activity.

We now examine the four modes resulting from each decomposition. The first of these
modes, reported only for the equinoctial and low geomagnetic activity case in Figure 4,
is analogous to the other five configurations (data not shown), and essentially represents
a noise component present in the data. Starting from an analysis of the data distribution
resulting from an average, this term could be due to small-scale variations in the original
distribution. However, the energy associated with this mode is extremely low, and there
are no significant structures in its distribution on the MLat–MLT plane. On the other
hand, the second mode (for brevity, data are shown only for the equinoctial and low
geomagnetic activity configuration in Figure 4) is quite different. As extensively discussed
in the previous section, this mode exhibits a spatial structure that closely resembles the orbit
of the satellite from which the data were acquired. The average frequency of this mode is
consistent across latitudes, and is comparable to the orbital period of the satellite around the
Earth. Finally, the third and fourth modes capture our interest because they are intricately
linked to dynamic processes occurring within the ionospheric layer under investigation.
These modes exhibit a strong dependence on both the season and the level of geomagnetic
activity, making them particularly intriguing and worthy of further exploration.

To gain insight into the dynamic processes that contribute to the distribution of elec-
tron density for these two modes regardless of season or activity level, convection cell
structures are overlaid onto the maps depicting these modes. At high latitudes, the ionized
region of the upper atmosphere undergoes a dynamic circulation known as convection
driven by the interaction of the magnetized solar wind and the Earth’s magnetosphere.
This convection is important in determining the distribution of electron density in the
ionosphere. The convection patterns are twin-celled in nature, with the flow moving
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away from the Sun at the poles and toward the Sun at lower latitudes. The strength of
this circulation is influenced by the north–south component of the IMF (represented as
Bz), while any asymmetries between the dawn and dusk regions are associated with the
east–west component of the IMF (By). In general, convection exhibits a highly dynamic
nature, displaying sensitivity to intermittent phenomena such as variations in the IMF
and magnetospheric processes such as substorms. One effective method for capturing
and analyzing these convection patterns is to utilize data from the Super Dual Auroral
Radar Network (SuperDARN). SuperDARN is a widespread network of scientific radars
designed to monitor the near-Earth space environment. Each radar within the network is
capable of measuring the velocity of ionospheric plasma. By combining data from multiple
radars, a comprehensive view of plasma motion in the polar ionosphere can be obtained,
enabling studies on the electromagnetic interaction between the solar wind and Earth’s
magnetosphere [34]. Using a long period of SuperDARN data, a dynamic model of convec-
tion can be constructed to enable the precise determination of the electrostatic potential
distribution in high latitude regions for a wide range of solar wind, IMF, and dipole tilt
parameter values [35]. In our case, we obtained representative average convection motions
that reflect the interplanetary conditions underlying the originated data by calculating the
mean values of the x-component of the solar wind velocity (vsw,x), the y- and z-components
of the magnetic field, and the dipole tilt for each of the six different datasets analyzed
and presented in Figure 1. The obtained values, which refer to the time intervals used to
build the different datasets, were then incorporated into the CS10 model [36], enabling
us to obtain the average trends of the electrostatic potential distribution. Table 1 reports
the values of the solar wind velocity, the two components of the magnetic field, and the
dipole tilt used in the different cases. Figure 6 illustrates the spatial and temporal distribu-
tions of the electron density for the third and fourth fundamental modes obtained from
decomposition during low geomagnetic activity. The figure consists of six maps, with each
pair representing the III and IV modes for the analyzed equinoctial, summer, and winter
periods. Each map includes the average electrostatic potential level curves overlaid on top
of the electron density spatiotemporal distribution. Similarly, Figure 7 follows the same
structure as Figure 6 with a focus on the period of high geomagnetic activity.

Table 1. Interplanetary parameters and dipole tilts used as input values for the SuperDARN model rel-
ative to each one of the seasonal and geomagnetic activity conditions considered in the present study.

Condition vsw,x (km/s) IMF By (nT) IMF Bz (nT) Dipole Tilt

Equinoxes, SME ≤ 70 nT −367 −0.13 1.36 0◦

Equinoxes, SME ≥ 230 nT −482 0.10 −2.08 0◦

Summer, SME ≤ 70 nT −355 0.19 1.17 10◦

Summer, SME ≥ 230 nT −451 −0.36 −2.06 10◦

Winter, SME ≤ 70 nT −366 −0.67 0.88 −10◦

Winter, SME ≥ 230 nT −491 0.24 −1.66 −10◦
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Figure 6. Polar view of the III and IV fundamental modes obtained from the MEMD of electron
density distribution during the equinoctial (first row), summer (second row), and winter (third row)
periods under low geomagnetic activity in the Northern Hemisphere. SuperDARN polar potential
maps obtained using the statistical convection model CS10 are superimposed on each mode as level
curves. Maps are represented in the QD–magnetic latitude (MLat) and MLT reference system. The
concentric circles are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦.
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Figure 7. Polar view of the III and IV fundamental modes obtained from the MEMD of electron
density distribution during the equinoctial (first row), summer (second row), and winter (third row)
periods under high geomagnetic activity in the Northern Hemisphere. SuperDARN polar potential
maps obtained using the statistical convection model CS10 are superimposed on each mode as level
curves. Maps are represented in the QD–magnetic latitude (MLat) and MLT reference system. The
concentric circles are plotted in 10◦ intervals, with the outermost circle corresponding to 50◦.

We begin with the fourth mode and its relationship to the season and geomagnetic
activity, as well as the structure of the convection cells superimposed on each map. Here,
we are specifically looking at all of the electron density maps shown in the right column
of Figures 6 and 7. The electron density spatiotemporal distribution exhibits a clear day–
night difference. The spatiotemporal distribution during equinoxes shows higher density
values within the MLT interval between 7:00 and 20:00, with a peak occurring between
11:00 and 18:00. This pattern is consistent across all studied latitudes. This day–night
asymmetry is primarily attributed to the interaction between solar radiation and the Earth’s
atmosphere. During the day, solar radiation provides a significant amount of energy
that ionizes the upper atmosphere, resulting in higher electron density in the F-layer.
Conversely, during the night solar radiation is absent or significantly reduced, leading
to a decrease in ionization and electron production. Another contributing factor to the
day–night asymmetry is the recombination effect that takes place during the night. Without
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direct solar radiation, electrons in the ionospheric plasma tend to recombine with ions,
leading to a decrease in electron density within the F-layer throughout the nighttime.
Furthermore, ionospheric wind movements and diffusion processes can influence electron
distribution, adding to the day–night asymmetry. These factors contribute to the creation
of plasma flows that shift electron density across different regions of the ionosphere during
various phases of the day and night. It is interesting to note that there is a difference in the
day–night asymmetry of the electron distribution between the summer and winter seasons.
During the summer there is generally higher ionization of the upper atmosphere due to
more direct and prolonged solar incidence, resulting in a higher electron density in the
F-region during daylight hours. As a result, the amplitude of the day–night asymmetry
may be greater in the summer than in the winter. This is precisely what is observed when
comparing the results obtained for this fourth mode in summer and winter. However,
it is important to note that the day–night asymmetry depends on other factors as well,
such as the latitude, solar activity, and presence of geomagnetic events. In this study, we
fixed the level of solar activity while analyzing two levels of geomagnetic activity. When
examining the characteristics of the fourth mode during high geomagnetic activity across
different seasons, as shown in the maps in the right column of Figure 7, it can be seen
that the day–night asymmetry follows the same seasonal patterns, with only the intensity
level varying. Overall, it can be concluded that the fourth mode, obtained through the
decomposition of the different datasets, is the result of a combination of factors including
interaction with the solar radiation, the nighttime electron recombination process, and
ionospheric wind movements. These processes play a dominant role compared to the other
modes, as the fourth mode is the most energetic one.

While the analysis of the convection cell structure makes no significant contribution to
a better understanding of the electron density distribution in the fourth mode, it is critical
to comprehending the third mode. The third mode is presented in Figures 6 and 7 (left
columns) in relation to the season and the level of geomagnetic activity. During periods of
high geomagnetic activity, the third mode exhibits a region of high electron density at high
latitudes on the day side. This characteristic is consistent throughout the year. This region
corresponds to the cusp, which is a distinct area within the day side auroral oval near
noon. The cusp is known for enhanced ion and electron precipitation, and is considered the
primary location for the transport of magnetosheath plasma into the ionosphere. It typically
appears as a single spot that spans a few hours of MLT, and its position is influenced by
the By and Bz components of the IMF. However, it is important to note that the cusp does
not always manifest as a single structure. In certain cases, especially when the IMF By
component is large or when there are changes in IMF orientation, the cusp can bifurcate into
two or more distinct regions. This bifurcation phenomenon adds complexity to the cusp
structure, and highlights the dynamic nature of the interaction between the solar wind and
Earth’s magnetosphere. During periods of high geomagnetic activity, various phenomena
contribute to the dynamic nature of the high-latitude mesoscale ionosphere. Precipitating
electrons propagate towards the pole, and localized structures of electron density known as
polar cap patches can be observed moving into and across the polar cap region; additionally,
flux transfer events (FTEs) occur, in which photoionized plasma from closed field lines on
the day side is transported into the polar cap across the boundary between open and closed
field lines. These processes lead to plasma redistribution and changes in plasma density
structures in the surrounding regions. The third mode effectively captures the overall
results of electron motion, showing an evident increase in electron density along the two
convection cells in the polar cap region and subsequent accumulation on the night side at
high latitudes. The outcome of this dynamic is significantly less pronounced during periods
of low geomagnetic activity, likely due to the influence of a predominantly positive IMF
z-component (see Table 1), which affects the configuration of the convection cells, as well as
to lower overall dynamics in this region compared to the geomagnetic disturbance period.
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6. Summary and Conclusions

For the first time, the MEMD method was used to examine the spatiotemporal distri-
bution of ionospheric electron density at middle and high latitudes (above 50◦ magnetic
latitude) in the Northern Hemisphere as recorded by the Swarm satellite constellation
between 1 January 2016, and 31 December 2021. In this research, we looked at different
levels of seasonal and geomagnetic activity and discovered the fundamental modes that
underpin the initial distributions. By combining these modes with the residue, we were
able to precisely reconstruct each electron density dataset. Interestingly, the same number
of modes were consistently observed in all datasets regardless of season or geomagnetic
activity. Typically, the number of extracted modes is dependent on factors such as the
number of datapoints, the presence of different noise sources, and/or additional short-term
contributions. In our case, we expect that the noise is the same for the different seasons, and
we have the same number of points; thus, these two aspects should not change the number
of modes and only differences in short-term variability between the quiet and disturbed
period can change the number of modes. Because this does not occur, ew can conclude that
similar scale-dependent processes form the basis of the different spatiotemporal patterns
seen across different seasons and geomagnetic conditions.

We were able to identify four distinct modes: the first mode represents noise or small-
scale variations; the second is characterized by a constant frequency across latitudes, similar
to the satellite’s orbit; and seasonality and geomagnetic activity dependence are observed in
the third and fourth modes, which are linked to dynamic processes within the ionospheric
layer. According to our findings, the third mode describes the dynamic processes in high-
latitude ionospheric circulation, which is typical of the polar cap region, while the fourth
mode emphasizes day–night differences caused by solar radiation, recombination, and
ionospheric wind movements. The four modes do not contribute to the original signal in
the same way; the most important are the last two modes, which are the most energetic. All
of these modes must be added to a base, which is the residue, in order to reconstruct the
initial electron density distribution. The residue is higher in the summer than in the winter
at all latitudes, and exceeds the density observed during the equinoxes. This consistent
pattern persists regardless of geomagnetic activity, though as geomagnetic activity increases
the average value of the electron density increases for all latitudes and MLTs.

It is critical to emphasize that our results accurately depict the ionospheric dynamics
at both middle and high latitudes during a quiet solar period. It is known that solar activity
has a significant impact on the ionosphere, indicating the need to replicate this analysis
using years with increased solar activity to confirm our findings’ ongoing relevance or
detect any potential changes. In general, we anticipate that the decomposition should
remain mostly unchanged, though the relative importance of each mode may shift. With
the onset of a period of increased solar activity and the continued operation of the Swarm
satellite constellation in orbit, we expect to soon be able to investigate the relationship
between the solar cycle and the results obtained in this paper.

In conclusion, our research has revealed important insights into the spatiotemporal
distribution of the electron density, thereby advancing our understanding of the ionosphere
and its spatiotemporal variations while allowing us to better understand its complex behav-
ior. These findings carry relevance for ionospheric models, offering the ability to pinpoint
spatiotemporal electron density distributions tied to distinct dynamic processes within the
studied ionospheric area. Additionally, they provide insights into the energy contributions
of these processes. By integrating these spatiotemporal distributions and energy factors into
models, a more precise and comprehensive depiction of the ionosphere could be achieved.
In turn, this advance could lead to more accurate prediction of forthcoming ionospheric
conditions. Indeed, these findings could be similarly applied to the recent development
of a prediction model of Total Electron Content (TEC) derived from GPS data [37]. In this
case, a hybrid approach combining Ensemble Empirical Mode Decomposition (EEMD)
and Long Short-Term Memory (LSTM) deep learning was utilized. Similarly, one could
consider applying the obtained results by directly employing machine learning techniques,
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as recently proposed by [38], to construct a global model for TEC using Global Ionospheric
Maps data along with features such as geomagnetic and solar activity indexes.
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