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S U M M A R Y
In this study, we investigate the correlation between the residuals of a neGMM (non-ergodic
Ground Motion Model) and the physics-based parameters obtained using a non-parametric GIT
approach (Generalized Inversion Technique) to lay the groundwork for the implementation of
an ad-hoc FAS (Fourier Amplitude Spectra) neGMM for the Central Italy region. This region
is particularly suitable for data-driven methodologies as those applied in this work because of
the large amount of available data due to the recent multiple main shock–aftershock sequences
occurred in this area. Both neGMM and GIT models are developed for Fourier spectra in the
frequency range between 0.5 and 25 Hz and using the same reference sites. The comparison of
the non-ergodic terms with the source, path and site spectral parameters provides interesting
results. First, we find a strong correlation between the source parameters, stress drop �σ and
decay ksource and the source neGMM corrective terms (the combination of the between-event
δBe and the location-to-location terms δL2L). This correlation is frequency dependent and,
at high frequency, is remarkably positive for �σ and negative for ksource. Concerning the
attenuation terms, the path-to-path residuals (δP2P) are clearly associated with the deviations
from the regional Q estimates obtained from GIT analysis. This indicates that the neGMM
properly captures the properties of the anelastic attenuation and that the corrective terms
δP2P can be used to account for differences in travel paths across different crustal domains.
Finally, adopting the same reference sites for neGMM and non-parametric GIT, we observe
that the systematic site terms (δS2Ss) and the GIT-derived amplification functions are in good
agreement. The next step for an appropriate modelling is to identify the physical parameters
(e.g. VS,30 and k0) describing the empirical amplification curves to be introduced as explanatory
variables in the ground motion model.

Key words: Central Italy; Computational seismology; Earthquake ground motions; Gener-
alized Inversion Technique; Seismic attenuation.

1 I N T RO D U C T I O N

One of the most addressed topics in engineering seismology concerns the adaptability of empirical ground motion models (GMMs) to describe
different seismological contexts for a variety of applications, such as Probabilistic Seismic Hazard Analyses (PSHA) and engineering purposes.
In common practice, the expected shaking level at a specific site is given by GMMs featured, at least, by earthquake magnitude, source-to-site
distance and site condition proxies. These models are often calibrated over ground motion data sets of earthquake waveforms that are typically
recorded in small regions characterized by high-seismicity rate for moderate to large earthquakes and then applied also at global scale under
the ergodic assumption (Anderson & Brune 1999). As a consequence, GMMs predictions are affected by large variability that also reflects in
the estimates of PSHA. Furthermore, despite major efforts made to increase the prediction capability of GMMs, through more sophisticated
functional forms, just in a few cases it was attempted to correlate intensity measures of the ground shaking with physical parameters related
to fault rupture, propagation path and site effects (Bora et al. 2015; Baltay et al. 2017; Bindi et al. 2018c; Sahakian et al. 2019).

In light of these critical aspects of the ground motion modelling, in this study we aim to investigate the physical connection between
Fourier Amplitude Spectra (FAS) and physics-based parameters inferred by Generalized Inversion Technique (GIT, e.g. Oth et al. 2011)
performed in the highly sampled region of Central Italy. Although engineering applications of predictive models often deal with acceleration
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Figure 1. Left: magnitude–distance distribution as function of the number of recordings and right: maps showing the distribution of events and stations.

response spectra (or spectral amplitude, SA), we decided to use the FAS because the link between the seismological parameters and ground
motion can be more easily explored in the Fourier domain (Bora et al. 2015; Bindi et al. 2018a, b). Moreover, the large amount of site-specific
data in Central Italy after the 2016–2017 seismic sequence, gave us the opportunity to isolate the systematic contributions due to source, path
and site effects calibrating an ad-hoc FAS model in a non-ergodic framework (FAS-neGMM). The adopted methodology to estimate these
contributions is based on the residuals decomposition technique (Al-Atik et al. 2010) aiming to identify the systematic terms of variability
into event-, source-, site- and path effects. Examples of fully non-ergodic models can be found in Lin et al. (2011), Baltay et al. (2017),
Lanzano et al. (2017), Kuehn & Abrahamson (2019), Sgobba et al. (2019, 2021) and Parker et al. (2020). All these random effects act as
adjustment terms of the median prediction, while moving part of the aleatory variability into epistemic uncertainty (Anderson & Brune 1999;
Al-Atik et al. 2010; Anderson & Uchiyama 2011). In this framework, we develop an FAS-neGMM on 69 ordinates of the Fourier spectrum
in the frequency range from 0.5 to 25 Hz. The model grounds on the same data-driven methodology and data set proposed by Sgobba et al.
(2021) for predicting the peak ground acceleration (PGA) and the ordinates of the 5% damped-acceleration response spectra SA in the same
range of vibration periods.

These systematic terms of uncertainty are then related to the physics-based parameters obtained from GIT analysis based on a non-
parametric technique (Oth et al. 2011). The inversion analysis is performed starting from the same data set used for the FAS-neGMM and
further selected for inversion robustness reasons as explained in the following sections. Furthermore, the same reference stations are used to
constraint the site terms.

The correlation between the systematic contributions of the source, site and path variability of the FAS-neGMM with physically based
GIT parameters allows to improve the accuracy of the model capturing more epistemic uncertainties. This is possible because the large amount
of available data in this region implies robust calibrations for both approaches without the need of any a priori assumption.

2 DATA S E T

The collection of records for this study is composed by accelerometric and velocimetric three-components waveforms of events occurred
between 2008 and 2018 in Central Italy (Fig. 1), and includes the latest major seismic sequences that occurred in the study area, that is, the
2009 L’Aquila seismic sequence (Chiarabba et al. 2009) and the 2016–2017 Amatrice–Visso–Norcia sequence (Improta et al. 2019).

The data set was originally developed in the framework of seismic microzonation studies carried out in Central Italy after the 2016 Mw

6.0 Amatrice earthquake (Priolo et al. 2020), but it was extensively updated and exploited by other authors to study both the temporal and
spatial variability of the ground motion in the area (e.g. Bindi et al. 2018c; Sgobba et al. 2021, and references therein). It is composed of
more than 30 000 waveforms relative to 456 earthquakes in the local magnitude range 3.2–6.3 (for larger events also moment magnitude is
available), recorded by about 460 stations within 250 km from the hypocentres (Fig. 1 to the left).

The region is very well sampled especially in the distance R [10–120 km] and magnitude ranges M [3.2–4.5] also thanks to the
contributions due to the stations of the temporary networks (Cara et al. 2019). In fact, more than 100 temporary stations were installed in the
region during the last 2016–2017 seismic sequence by the Italian Department of Civil Protection (DPC) and several academic and research
institutions including the Istituto Nazionale di Geofisica e Vulcanologia (INGV).

From the whole waveform data set, we calculated the FAS of S-wave windows selected on the base of a frequency-dependent threshold
on the signal-to-noise ratio (SNR, e.g. SNR = 10 for 0.2–0.4 Hz, SNR = 5 for 0.4–15 Hz and SNR = 10 for f > 15 Hz). The time windows
used to calculate the spectral amplitudes were selected considering the fraction of cumulated energy (i.e. 90% for data recorded within an
hypocentral distance of 25 km; 80% for distances between 25 and 50 km and 70% for larger distances), imposing a minimum duration of 4 s.
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The FAS are smoothed using the Konno & Ohmachi (1998) algorithm where the smoothing parameter b was set to 40. Details about the data
selection and processing are provided in several papers (Pacor et al. 2016; Bindi et al. 2018a, b; Castro et al. 2021; Spallarossa et al. 2021).

3 R E F E R E N C E RO C K S I T E S

Response site analyses based on empirical techniques, such as standard spectral ratio, GMMs, and GIT, need the definition of the reference
motion that is the ground motion not affected by site effects (i.e. the influence of the soil response at the ground due to the occurrence of a
seismic event). The identification of reference recording sites is a critical issue, since there are several factors which can contribute to alter the
ground motion recorded at a station, due to specific local conditions (e.g. variability of near-surface geology, topographic effects and seismic
waves polarization).

In this study, the reference site selection is mainly based on the study of Lanzano et al. (2020), where the authors identified 36 recording
stations as reference rock sites by means of the application of the multiproxies technique RRIM (Reference Rock Identification Method). The
latter consists in the application of a decision matrix (Pugh 1981), allowing to perform the selection including several proxies that influence
the site response, that is, (i) the outcropping geology; (ii) the installation features; (iii) the shear wave velocity VS ,30; (iv) the site topography,
(v) the horizontal-to-vertical spectral ratios obtained from noise measurements or recordings and (vi) the repeatable site term obtained from
residual analysis (δS2S), which defines the systematic bias of ground motions recorded at each station with respect to the reference predictions.
The reference rock sites identified by Lanzano et al. (2020) have also been used to constrain the reference ground motion in the non-ergodic
model calibrated by Sgobba et al. (2021) for the 5% damped ordinates of the acceleration response spectra (SA).

Fig. 2(a) represents the δS2S of the 36 reference rock sites which will be used in this study for a first stage calibration of an FAS-neGMM
model (described in Section 5 and in particular in eq. 9). From a physical standpoint, these estimates of δS2S can be considered as the site
amplification of each station, relative to the mean site response of the 36 reference rock sites. As shown in Fig. 2(a), the median of these δS2S
is zero mean, but the variability dramatically increases as frequency increases.

In order to control such large variability, we decide to perform a further selection based on additional parameters for site characterization.
First of all, we divide the set of stations into subgroups by means of a clusterization k-means algorithm (David & Vassilvitskii 2007). In order
to select the number of clusters, we compute the percentage of the explained variance (PVE), to measure the discrepancy between the k-means
model and the actual data: although the optimal number of clusters is 6 (PVE∼100%), we fixed the number of cluster to 4, which corresponds
to PVE > 70%, with the aim of have populous classes on which to perform a subsequent skimming. Indeed, the population of each cluster is
analysed on the basis of the value of the high-frequency attenuation parameter (Anderson & Hough 1984; Ktenidou et al. 2014; Castro et al.
2022), computed on the FAS, κ0,fas. Fig. 2(a) also reports the median curves obtained for each group: groups no. 3 (9 sites) and no. 4 (7 sites)
have positive δS2S values at higher frequencies, while for groups no.1 (11 sites) and no. 2 (9 sites) are negative or null, respectively.

For most of the reference rock stations, the κ0,fas was estimated according to the procedure described in Lanzano et al. (2022a) and varies
over a wide range (between 0.007 and about 0.05 s Fig. 2b) reflecting the large variability at high frequencies. However, the lowest values
that are expected to be representative of the reference rock sites (e.g. Hashash et al. 2014 proposed a threshold value of 0.006 s for very hard
rock sites in central-eastern America) are included in the groups 3 and 4.

The number of stations included in the latter groups are 16 and the associated δS2Ss are reported in Fig. 3(a). The selected stations are
furtherly separated in three subgroups, characterized by different intervals of κ0,fas: κ0,fas < 0.015 s (Fig. 3b); 0.015s<κ0,fas < 0.025 s (Fig. 3c)
and κ0,fas > 0.025 s (Fig. 3d). The final selection includes the five stations with κ0,fas < 0.015 s, namely LSS, MNF, SLO, SNO and SDM, plus
a sixth station (NRN), which does not have a robust estimate of κ0,fas but has a δS2S trend very similar to the average of the five selected sites.

In principle, an ideal reference site, characterized by flat seismic response over the entire frequency range and sampling a wide magnitude
and distance interval, can meet the demand to figure out the trade-off between the site and source terms in the GIT analysis. As a matter of fact,
we made a trial analysis using only a single site as reference. We selected LSS station since it has flat response and the lowest κ0,fas (0.007 s).
However, the inversion results were unstable, providing source spectra that decay at high frequency and stress-drop values inconsistent with
other studies in the area (Pacor et al. 2016; Bindi et al. 2020). For this reason, all the six stations here identified as reference rock sites will
be used also for the generalized inversion of the FAS as described in the further section.

4 G E N E R A L I Z E D I N V E R S I O N T E C H N I Q U E

In order to derive a suite of region-specific spectral parameters (i.e. source, attenuation and site parameters), we applied the non-parametric
GIT (Andrews 1986; Castro et al. 1990; Oth et al., 2011) to the FAS of data recorded in Central Italy.

Being a data-driven approach (Bindi et al. 2020), it is important to select a robust data set in terms of number of recordings per station,
distance, and frequency range coverage. For this reason, we carefully analysed and further selected the original FAS data set described in
Section 2. We selected only spectral amplitudes in the frequency range 0.5–25 Hz (discretized in 69 bins equally spaced in logarithmic scale),
and only stations with at least 10 recordings for each frequency bin. This reduced the number of stations to 283 homogeneously distributed
in the region but not the number of events that remained 456.

The inversion analysis was performed considering a hypocentral distance range 10–120 km because, as shown in Fig. 1 (left), this
represents a good sampling distance on a wide magnitude range for this data set. The distance range has been discretized into 62 bins, each
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Figure 2. (a) Repeatable station residuals (δS2S) of the reference rock sites obtained by Lanzano et al. (2020). The coloured curves are the result of a
clusterization analysis of the δS2S curves. (b) Values of k0 for some of the 36 reference sites identified by Lanzano et al. (2020) were provided by applying the
technique of Lanzano et al. (2022a) and shown here.

one is 2 km wide. Fig. 4 shows the cumulative distribution of events (left) and stations (right) of the final data set. About 50% of events used
for the GIT inversion were recorded by at least 60 stations and about 50% of stations recorded at least 70 events.

The spectral amplitude decomposition procedure applied in this study consists of a one-step non-parametric GIT as described by Oth
et al. (2011) and briefly summarized here.

The observed FAS derive from the combination of source, path and site contributions and can be described by a linear system of
equations:

log10FASij

(
f , Rij, Mi

) = log10Sourcei (f , Mi) + log10Path
(
f , Rij

) + log10Sitej (f ) (1)

where Rij is the hypocentral distance associated to the event i recorded by station j and f is the frequency.
The solution of a linear combination of three terms requires two a priori constraints because the system is inherently affected by

trade-offs due to two unresolved degrees of freedom. The first constraint is applied to the attenuation function, setting it to unity at a reference
distance of 10 km for all frequencies. Consequently, the source spectra are shifted to the same reference distance. Typically, the reference
distance is assumed to be as small as possible compatible with the data distribution to avoid possible near-field effects on source spectra (Oth
et al. 2011; Oth 2013).

In order to eliminate the linear dependence between the source and site terms, the average site amplification of the six reference stations
(LSS, MNF, SLO, SNO, SDM e NRN) indicated in Section 2 was set to one.

The overdetermined linear system of equations is then solved in a constrained least-squares sense (Paige & Saunders 1982) to isolate the
different contributions. For the stability of inversion solutions, we performed 200 bootstraps for each frequency point. No specific functional
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FAS non-ergodic and GIT models correlations 55

Figure 3. δS2S of group 3 and 4 versus frequency: (a) all (16 sites), (b) κ0,fas < 0.015 s (6 sites), (c) 0.015 s <κ0,fas < 0.025 s (6 sites) and (d) κ0,fas > 0.025 s
(4 sites).

Figure 4. Cumulative distribution of events and stations used for the GIT analysis.

form is used for the unknown terms, but they are completely data-driven, resulting in non-parametric source and attenuation functions that
will be l in the following sections to obtain those parameters useful for ground motion predictions (i.e. stress drop, kappa values, quality
factor and geometrical spreading).

Finally, to demonstrate the reliability of the proposed GIT models, we simulated the Fourier spectra and compared to the observed FAS.
Some examples are shown in Fig. A1 of the Appendix A.
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Figure 5. (a) Non-parametric spectral attenuation as a function of the hypocentral distance; (b) geometrical spreading fitting the non-parametric attenuation
curves in the frequency range 0.8–1.2 Hz by means of a bilinear model with a hinge distance at 70 km. The grey dots represent the attenuation of the spectral
ordinates of the Fourier spectrum for frequencies between 0.5 and 25 Hz. The coloured lines are the attenuation curves at selected frequencies, dashed and
black lines indicate the R−1 and the R−2 decay, respectively.

4.1 Source model

We considered the following ω2 model (Brune 1970, 1971) to fit the GIT derived non-parametric source spectra to provide the source
parameters for each event and then to describe the regional scaling relationships.

S( f ) = �θϕ A

4πρβ3 R0
M0(2π f )2 1

1 +
(

f
fC

)2
(2)

In this equation, �θϕ represents the average S-wave radiation pattern set to 0.55 (Boore & Boatwright 1984); the parameter A accounts
for the free-surface amplification factor set to 2. ρ = 2.8 g cm−3 and β = 3.2 km s−1 are the assumed density and the S-wave velocity for the
Central Italy region. Finally, R0 indicates the reference distance set to 10 km according to the GIT analysis. The seismic moment M0 and the
corner frequency fc are then derived through a nonlinear regression by applying an iterative least-squares algorithm.

Once obtained these two parameters, as the relation between fc and �σ is model dependent, the Brune stress drop is calculated as
follows:

�σ = 7M0

16r 3
(3)

where r is the source radius of a circular fault model (Brune 1970, 1971):

r = 2.34β

2π fC
(4)

The seismic moments were also used to derive moment magnitudes MW following Hanks & Kanamori (1979). For the large events
(MW > 5.5), MW values are constrained to the values retrieved from literature (Bindi et al. 2020) because the bandwidth limitations toward
low frequencies do not allow observation of the corresponding corner frequencies.

The derived source parameters of the analysed earthquakes (i.e. seismic moment, M0; corner frequency, fc; stress drop, �σ and kappa
source, ksource) are available for further analysis (see Data Resources). In addition, in Appendix B we describe the scaling relationships
obtained analysing their behaviours.

4.2 Attenuation model

The non-parametric attenuation functions obtained from the GIT inversions at different frequencies as function of the hypocentral distance
(Fig. 5a), have been fitted assuming a standard model including a distance-dependent geometrical spreading and a frequency-dependent
attenuation term:

P
(

f, Ri j

) = G (R) exp

[−π f (R − R0)

Qr ( f ) β

]
exp [−πk f ] (5)
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Figure 6. Fitting of the frequency-dependent quality factor.

where G(R) is the geometrical spreading, β is the average shear wave velocity in the crustal medium (assumed equal to 3.2 km s−1), R0 is
the reference distance used in the GIT inversion (10 km in this study), Qr is the frequency-dependent quality factor and κ is the parameter
introduced by Anderson & Hough (1984) to describe the high-frequency attenuation. First, we isolated the geometrical spreading contribution
assuming that for the non-parametric attenuation around 1 Hz the anelastic attenuation contribution is small although not negligible. Hence,
we performed a regression of the non-parametric attenuation curves from 0.8 to 1.2 Hz, considering the following bilinear model with hinge
distance at 70 km (Fig. 5b):

G(R) =
{ ( R0

R

)n1 for R ≤ 70 km( R0
70

)n1( 70
R

)n2
for R > 70 km

(6)

Finally, we derived the frequency-dependent attenuation term correcting the non-parametric attenuation functions from 20 to 120 km
for the geometrical spreading G(R) [n1 = 1.77 and n2 = 0.56] to estimate the frequency dependent quality factor Q( f ) = Q0 f α , fitting the
following model:

AK ( f ) = exp

[−π f (R − R0)

βQ0 f α

]
exp[−πk f ] (7)

Applying the logarithm of both sides of eq. (7) and considering κ = 0 s, we evaluate the Q0 and α values through a least-squares regression
in the frequency range 0.5–25 Hz (Fig. 6). Although Qr(f) is fitted by a monotonically increasing function, its frequency dependence shows
a more complex trend characterized by a relative maximum around 1 Hz and a linear trend above 5 Hz, respectively (Fig. 6). The obtained
best-fitting model is given by:

Qr ( f ) = (247 + / − 12.8) f (0.38+/−0.03) (8)

5 N O N - E RG O D I C G M M I N FA S

In order to properly account for the relationship between seismological parameters inferred by GIT and intensity measures of the ground
shaking, we calibrated a fully non-ergodic GMM for the Central Italy region based on 69 ordinates of the FAS in the frequency range from
0.5 to 25 Hz (FAS-neGMM). The model grounds on the same data-driven methodology and data set proposed by Sgobba et al. (2021) for
predicting the PGA and the ordinates of the 5% damped-acceleration response spectra SA in the same range of vibration periods. The ergodic
assumption is relaxed via a mixed-effect regression (Bates et al. 2015), providing the estimation of different repeatable effects of the seismic
motion (i.e. source, site and path) for the Central Italy region.

The assumed functional form for FAS amplitudes at each frequency Y is:

log10Y = a + FM (Mw) + FR (Mw, R) + δBe + δS2Ss + δL2Lr + δP2Pesp + δW0 (9)

where a is the offset, while the magnitude FM(M) and distance FR(M,R) scalings are treated adopting standard dependencies, as:

FM (MW) = b1 (MW − Mh) (MW <= Mh) + b2 (MW − Mh) (MW > Mh) (10)

FR (MW , R) = [c1 (MW − Mref ) + c2] log10

√
R2 + h2/Rref + c3

(√
R2 + h2 − Rref

)
(11)

The explanatory variables are the moment magnitude Mw and the source-to-site distance R. The latter is equal to the Joyner and Boore
distance (RJB), available for the strongest events Mw > 5.5, that is computed from the fault geometries published in the ITACA (ITalian
ACcelerometric Archive, https://itaca.mi.ingv.it) database. For events Mw < 5.5, the epicentral distance Repi is used, assuming point-like
sources.
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Figure 7. (a) Source clusters used for δL2Lr and δP2Pp calibration: no. 1 (main event: L’Aquila 06/04/2009—01:36 UTC), no. 4 (main event: Amatrice
24/08/2016–01:32 UTC) and no. 5 (main event: Muccia 10/04/2018—03:11 UTC) and (b) map of stations (red triangles) overlapped to the reference grid for
δP2P calibration.

Some parameters are fixed in a first-stage non linear regression, that is, the hinge magnitude Mh = 5.0, the reference distance Rref = 1 km
and the pseudo-depth h = 6 km. The reference magnitude Mref is instead to be frequency-dependent from nonlinear regression and varies
between 5.45 (f ∼ 1 Hz) and 3.3 (f ∼ 7.5 Hz).

Eq. (9) includes the corrective factors introduced to remove the ergodic assumption (Stafford 2014), and that are estimated using the
random effects on the systematic terms of events e (δBe), stations s (δS2Ss), source regions r (δL2Lr ) and region-to-site paths p (δP2Pp). The
leftover residual δW0 reflected the remaining variability not completely modelled by eq. (9): this term could include non-systematic effects
related to the source-site configurations, for example potential rupture-directivity effects (Colavitti et al. 2022).

The coefficients a, b1, b2, c1, c2 and c3 and the random effects (δBe, δS2Ss, δL2Lr and δP2Pesp) are obtained by a linear mixed effects
regression (Stafford 2014; Bates et al. 2015) to robustly estimate the repeatable terms and their variability (see Data Resources).

According to Sgobba et al. (2021), the site terms δS2Ss represent the empirical site effects computed with respect to the average ground
motion level at the six reference sites. The source terms (i.e. the location-to-location residuals) δL2Ls have been identified with a clustering
approach, where the events are aggregated within polygonal source areas identified on the basis of space–time criteria. In the following, we
refer to the most sampled clusters, that is, no. 1 (area of L’Aquila and Campotosto), no. 4 (Amatrice-Norcia) and no. 5 (Muccia). A map of
the clusters is reported in Fig. 7(a).

Taking into account the source-to-site paths, we divide the whole region into squared cells (0.2◦ spaced), following the approach by
Dawood & Rodriguez-Marek (2013), which allows to capture the spatial distribution of the attenuation behaviour (cell-specific attenuation),
that depends on the differences in travel paths across heterogeneous geological layers or main structural discontinuities, such as the presence
of faults (namely the Sibillini thrust system for Central Italy, see Buttinelli et al. 2021; Di Bucci et al. 2021 in the frame of RETRACE-3-D
project). As a result, we obtain the mesh shown in Fig. 7(b) used to sample the cluster-cell paths; major details can be found in Sgobba et al.
(2021).

6 R E S U LT S C O M PA R I S O N

The obtained non-ergodic random terms defined in the previous section (i.e. δBe, δS2Ss, δL2Lr and δP2Pesp) are physically based components
of ground motion variability and thus can be linked with the spectral functions obtained from the non-parametric GIT approach. In doing this
comparison, we consider that the two approaches are intrinsically related, so we aim to look for possible seismological connections with the
underlying source and geophysical properties. A schematic view of the possible relations between the spectral parameters retrieved from GIT
and FAS-neGMM systematic residuals is given in Table 1.

Hence, we compare here the non-ergodic terms with the parameters from GIT, with the aim to establish some empirical correlations
useful to improve the median prediction of the FAS-neGMM model. Namely, we explore the correlations between δBe and δL2Lr with the
source-related parameters from GIT (the stress drop �σ and the high-frequency attenuation parameter of the source spectrum ksource). Later,
we compare the site-to-site systematic terms δS2Ss with the non-parametric amplification functions from GIT. Finally, the correlation between
the path-terms δP2Pesp and the residuals of the quality factor Q (δQ2Q) with respect to the median of the empirical model Q(f) reported in
eq. (8) is also investigated. This latter correlation is the least studied in the literature due to difficulties both in estimating path-to-path residuals,
owing to the need to dispose of dense data set for non-ergodic implementation, and also in capturing the variations of crustal properties in
terms of residuals of Q. In the following section, we analyse the trend and corresponding statistical correlation for each individual pair of
investigated parameters.
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Table 1. Relationship between seismological parameters inferred by GIT (see Data Resources) and residuals from
FAS-neGMM.

GIT parameters FAS-neGMM residuals Significance

�σ , ksource δBe, δL2Lr Source physics due to energy release, tectonic setting
(Ameri et al. 2009; Bindi et al. 2018a)

Non-parametric site
amplification function

δS2Ss Local site amplification due to deep and shallow
geology, 2D-3D effects (Bindi et al. 2017)

δQ2Q δP2Pesp Anelastic attenuation due to crustal properties,
path-specific heterogeneities (Sahakian et al. 2019)

Figure 8. δBe and δL2Lr versus stress drop �σ for (a) f = 1 Hz; (b) f = 3 Hz; (c) f = 15 Hz and (d) f = 24 Hz. Colour intensity is proportional to the
magnitude.

6.1. Source parameters versus between event

Fig. 8 shows the comparison between the sum of the source components δBe+ δL2Lr and �σ released by the earthquakes included in the
data set for 1, 3, 15 and 24 Hz.

As already observed in past investigations performed in Central Italy (e.g. Bindi et al. 2018c; Wang et al. 2019), we can observe that
the largest stress drop values correspond to the events with highest magnitude (in our case M = 6–6.5, with yellowish colours in the colour
bar). Regarding the dependence between the plotted parameters, for the lowest frequency (1 Hz, Fig. 8a), we can observe a weak negative
correlation between stress drop values and the sum between δBe+ δL2Lr . At 3 Hz, the correlation becomes negligible (Fig. 8b), with values
of δBe+ δL2Lr ranging between − 0.3 and + 0.4 log10 units for the entire stress drop range (from 0.1 up to 100 MPa). At higher frequencies,
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60 P. Morasca et al.

Figure 9. δBe and δL2Lr versus ksource for (a) f = 1 Hz; (b) f = 3 Hz; (c) f = 15 Hz and (d) f = 24 Hz. Colour intensity is proportional to the magnitude.

the correlation becomes remarkably positive as frequency increases, that is, as �σ increases, the value of the sum of the corrective factors
increases (Figs 8c and d at 15 and 24 Hz, respectively).

Conversely, If we compare the sum of δBe+ δL2Lr with the ksource parameter (Fig. 9), we observe an opposite trend. In fact, for lowest
frequency (1 Hz, Fig. 9a), we observe a weak positive correlation between ksource and the sum of δBeand δL2Lr . This slight dependence
disappears at 3 Hz (Fig. 9b), indicating no correlation between the two parameters. Finally, at higher frequency values (15 and 24 Hz, see
Figs 9c and d, respectively), we observe a negative correlation, which becomes stronger as frequency increases.

The findings are in agreement with the observations of Bindi et al. (2018c) and show that the correlations between the sum of the
corrective terms with �σ and ksource are exactly specular. As a matter of fact, this is an indication of the negative trade-off between the
two physical parameters, suggesting that only one of them should be introduced into the GMM modelling. For example, Bora et al. (2015)
explicitly introduced only MW and �σ as explanatory variables of source effects in the calibration of an FAS GMM for Europe.

6.2 Attenuation parameters versus path terms

In this section, we investigate the correlation between the path-terms δP2Pesp and the residuals of the quality factor Q (δQ2Q) with respect
to the median of the empirical model Qr(f) calibrated in this study. In eq. (11), the terms accounting for the ground motion attenuation are
defined through the coefficients c1 and c2 for the magnitude-dependent geometrical spreading and c3 for the distance-dependent amount of
anelastic attenuation. These corresponding terms of the GIT analysis are denoted by the non-parametric attenuation functions (eq. 5).

Assuming that the median attenuation characteristics are captured by these terms, we investigate the correlation between the random
terms of the ground motion model, tha is, the path-to-path residuals (hereinafter referred to δP2P) in eq. (9) and the deviations of the quality
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Figure 10. Scatter plot of the path terms δP2P from the non-ergodic FAS model against the quality factor residuals δQ2Q from GIT at 20 Hz for (a) cluster
no. 4 and (b) for cluster no. 5, respectively. Colour bar indicates the different source-to-site distances.

factor specific of each source-to-site path Qp(f) from the median model Qr(f) reported in eq. (8), (i.e. the residuals Q-to-Q, δQ2Q), which can
be regarded as crustal proxies of the path-specific heterogeneities that cause anisotropic attenuation over the study area.

The procedure to calculate the δQ2Q residuals is described in the following: the attenuation specific of each source-to-site path is
computed by removing source and site contribution from FAS of recorded motion. In order to evaluate to what extent the specific path
attenuation Path (f,Rij) deviates from the regional behaviour we calculate the residual RESij (f,R) = log10 [Path (f,Rij)/P(f,Rij)], where P(f,Rij)
is the non-parametric attenuation derived by GIT (Fig. 5a). Assuming that the geometrical spreading and the S-wave velocity are the same for
the regional model and the specific path, the residual RESij (f,R) is linearly dependent on Qr(f)−1–Qp(f)−1 (eq. 12) by the constant c (eq. 13):

log10RESi j = c

[
1

Qr ( f )
− 1

Q p( f )

]
(12)

c = −π f Rlog10e

β
(13)

The residuals δQ2Q = Qp(f)—Qr(f) are then computed with reference to each source cluster identified in Section 5 and to each recording
cell in the reference grid (0.2◦ spaced), following the same cell-specific approach applied by Sgobba et al. (2021) for δP2P sampling in
non-ergodic GMM. In this way, the residuals δQ2Q represent the average deviations of the quality factor for each cluster-cell pair from the
median isotropic model referred to the entire study area. Both δP2P and δQ2Q include effects of scattering and intrinsic anelastic attenuation.
Here we report results of clusters 4 and 5, where we sampled a sufficient number of cells for comparison (94 and 76 cells, respectively). The
path terms δP2P versus δQ2Q residuals are plotted in Fig. 10 at the highest frequency (20 Hz) where the correlation is stronger, while the
spatial distributions of δQ2Q and δP2P are shown in Fig. 11.

One can observe a linear trend of δP2P for both cluster nos 4 and 5 (Fig. 10). In the case of cluster no. 4 (Fig. 10a) the path-specific
quality factor is generally lower than the regional model; this means that higher levels of attenuation, marked by larger variations of δQ2Q,
correspond to de-amplifications of ground motions (decrease in δP2P). At high frequency, for cluster no. 5 the zero mean distributions of the
terms δP2P and δQ2Q (Fig.10b) denote similar spatial patterns, clearly correlated with the tectonic structure of the region, which is mainly
influenced by the presence of the Sibillini thrust system, a west-dipping structure dividing the investigated area into hangingwall and footwall
blocks (Fig. 11). Indeed, when ray paths move from the source cluster through the hangingwall block, we observe an increasing ground motion
with relative positive adjustments of δP2P. Conversely, the paths travelling from the source towards the heterogeneous geological layers of
the footwall in the Eastern region, crossing the Sibillini thrust, produce a decreasing ground motion (negative δP2P). These findings are in
agreement with the empirical observations of Sgobba et al (2021) and tectonic investigations (Buttinelli et al. 2021) that have highlighted the
presence of two main crustal domains and their propagation effects in the region with respect to the major Sibillini thrust system.

6.3. Amplification function versus site terms

The GIT analysis provides the non-parametric attenuation and source models described in the previous sections calibrated on 456 events and
283 stations. This allows to derive the site amplifications for each event and station by simply correcting the FAS using the GIT non-parametric
terms. Finally, for each station, an average over all events is computed to obtain a more robust station amplification curve (Fig. 12 shows
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Figure 11. Left: residuals between the source-to-site quality factor (Qp) and the regional model (Qr) and right: path terms δP2P. The results are for cluster no.
4 (top) and cluster no. 5 (bottom) at 20 Hz.

some examples). Although the GIT is calibrated using a limited number of stations (283) with respect to the ∼460 available, the attenuation
and source models are also used to correct the FAS for the remaining stations to obtain the corresponding site amplifications.

For more than 200 stations the site amplification curve is averaged over at least 50 events, and for 48 stations over more than 200 events.
The number of events for the six reference stations (LSS, MNF, SLO, SNO, SDM e NRN) is 259, 163, 73, 94, 64 and 23, respectively.
Although NRN has only 23 events, the site amplification curve has an acceptable average standard deviation of 0.17 on the log amplification.

Fig. 12 shows some examples of GIT-derived amplification curves together with δS2Ss results from FAS-neGMM models. The comparison
shows a general agreement between GIT and FAS-neGMM, especially at low frequencies where curves are overlapped. At high frequencies
there are some differences between δS2S and GIT amplification functions, but the trends remain very similar. The standard deviation of
the difference between GIT site response and δS2Ss, considering the whole range of frequency, varies between 0.02 and 0.05 for the shown
stations. Analysing all the available stations the standard deviation remains below 0.1 for almost all stations. Only 11 stations have slightly
larger values but in any case within 0.22.
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Figure 12 Examples of site amplifications obtained from GIT analysis (red) compared to δS2Ss (blue) and the error associated with them (dashed curves).
The standard deviation (SD) of the difference between the amplification curves obtained using the two models is also reported.

7 C O N C LU S I O N S

The large availability of data due to the multiple mainshock-aftershock sequences that have occurred in the last years in Central Italy (L’Aquila
2009; Amatrice-Visso-Norcia, 2016–2017), makes this region ideal for data-driven approaches. Both the non-parametric spectral amplitude
decomposition approach (GIT) and the non-ergodic FAS-GMM exploit the possibility to analyse data sets with redundant information to
effectively isolate the different contributions of the GIT and compute a robust estimate of the residual terms from the FAS-neGMM.

The analysis of the empirical correlations between the residuals of a non-ergodic GMM and the physical parameters obtained using a
non-parametric GIT approach provided the basis for implementing an ad-hoc FAS neGMM for the Central Italy region. The main relevant
observations are:
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(i) the between-event δBe and the location-to-location terms δL2L can be described in terms of GIT-derived source parameters (stress drop
and ksource); the correlation between the source parameters and the GMM corrective terms is frequency-dependent, and, at high frequency is
remarkably positive for �σ and negative for ksource;

(ii) the random terms of the neGMM model, represented by the path-to-path residuals, are associated with the deviations from the regional
Q model. The resulting patterns show that the deviations of the quality factor specific of each source-to-site path Qp(f) from the regional
isotropic model Qr(f) in, are properly captured by our model. The two crustal proxies of the path-specific heterogeneities (δP2P and δQ2Q)
correlate well at higher frequency, demonstrating that differences in travel paths across different crustal domains can be explained by the
corrective term δP2P.

The GIT amplification function and the δS2Ss term describe exactly the same effect, when referred to the same reference seismic motion.
This is consistent with the findings of Bindi & Kotha (2020) who observed that ‘the site amplifications obtained through the non-parametric
GIT inversion can be used to validate (and interpret) the site specific amplification terms obtained when developing GMMs’. Our findings
could be useful to improve the median predictions and assess the standard deviation of empirical GMMs by explicitly introducing additional
explanatory variables related to the source properties (e.g. the stress drop), regional crustal properties as well as the high-frequency attenuation
at the site.

DATA R E S O U RC E S

At the link https://shake.mi.ingv.it/central-italy/# we provide the following data sets:
CI-GIT contains GIT derived results such as source parameters; kappa values, calculated on different frequency bands for the stations

used for the inversion, and the amplification curves for each station used to calibrate the GIT model (Morasca et al. 2022).
CI-FAS GMM provides the coefficients, the residual decomposition terms (δBe, δL2Lr, δS2Ss, δP2Pesp and δW0) and the associated

standard deviations of the non-ergodic GMM available for PGA and 69 ordinates of the FAS (Lanzano et al. 2022b).
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A P P E N D I X A . C O M PA R I S O N B E T W E E N O B S E RV E D FA S A N D G I T M O D E L L I N G

Fig. A1 shows some examples of comparison between observed FAS (geometric mean of the horizontal components, represented by the red
curves) and corresponding theoretical results. The GIT derived models are verified by calculating the theoretical Fourier spectra for each
event and for each source-station pair through Monte Carlo analysis by applying 250 simulations.

A P P E N D I X B . G I T - D E R I V E D S O U RC E PA R A M E T E R S A N D T H E I R R E L AT I O N S H I P S

The source parameters obtained for each earthquake (see Data Resources) are shown in Fig. B1 and used to derive regional relationships.
Moment magnitudes are compared to the available local magnitudes, Ml, based on Di Bona (2016) model (Fig. B1a). The best least-square
fit is described by a bilinear model through a breakpoint regression (Muggeo 2003) with slopes of 0.7420 (± 0.0296) and 1.03441 (± 0.55),
and a breakpoint at Ml = 4.546 (± 0.16655). The comparison with Malagnini and Munafò (2018) confirms the bilinear trend of the relation
between Ml and MW with similar breakdown point, although some differences can be observed especially for small events due to the different
approach to estimate both Mw and Ml.

The scaling relationship between seismic moment and corner frequency is shown in Fig. B1(b) together with the constant stress drop
lines. Through linear regressions on observed data in this region, many authors (Malagnini & Mayeda 2008; Malagnini et al. 2008; Pacor et al.
2016; Morasca et al. 2019) show an increase of stress drop with logM0 (i.e. with Mw). This general behaviour is clearly evidenced also for our
GIT-derived source parameters, nevertheless, our data are better fitted considering small and large events separately. A linear regression on
the whole range of magnitude implies an extrapolation of unrealistically large stress drops for the major events (Drouet et al. 2011). To better
capture the stress drop variability we prefer to apply two linear regressions as shown in Fig. B1(b). Following Kanamori & Rivera (2004),
we calculated the corresponding ε values giving information on the deviation from the self-similarity. For small events (M0 < 1017) an ε =
0.70852 ± 0.028 is in good agreement with observations from other studies in Central Italy showing an increase of stress drop with seismic
moment. On the other hand, the rate of increase of stress drop for large events (M0 > 1017) decreases significantly as demonstrated by the
small ε value (0.0293 ± 0.069) suggesting an almost constant stress drop.

Fig. B1(c) shows the scaling relationship between stress drop and logM0 described by the following functions:

log10 (�σ ) = 0.380413 (±0.145) ∗ log10 (M0) − −5.7496.025 (±2.2379) (for log M0 < 16.8) (b1)

log10 (�σ ) = 0.0808 (±0.23208) ∗ log10 (M0) − 0.545 + 1.080 (±4.1773.728) (for log M0 > 17.0) (b2)

where is �σ in MPa and M0 in N·m.
The comparison with other studies (Bindi et al. 2017; Wang et al. 2019 and Pacor et al. 2016) confirms the general observation of a

breakdown in self similarity in Central Italy, but it is also important to highlight the high variability of stress drop estimations using different
methodologies. Infact, this is a well-known issue and the main item of the SCEC/USGS Community Stress Drop Validation Study (Baltay
et al. 2022) involving many research groups in the ongoing effort to understand and resolve differences in stress drop estimations.
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Figure A1. Comparison between observed FAS (geometric mean of the horizontal components, represented by the red curves) and corresponding theoretical
results. The thin grey curves represent the theoretical FAS calculated with the Monte Carlo method using a variable stress drop (eqs b1 and b2 of Appendix
B). The solid black curve represents their mean, while the dashed ones indicate the mean ± standard deviation. Finally, the thick grey curve is the theoretical
mean FAS calculated with a constant stress drop of 3.1 MPa (mean value estimated on the data).
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Figure B1. Scaling relationships obtained analysing the source parameters derived from fitting GIT non-parametric spectra using Brune (1970) in Central
Italy. (a) Moment magnitude versus local magnitude (Di Bona 2016). The black line represents the best piecewise linear model on data (grey circles) compared
to the bilinear model (grey lines) proposed by Malagnini and Munafò (2018). (b) Scaling of seismic moment versus corner frequency. The black lines represent
the models for the corner frequency scaling in terms of the ε parameter for our GIT data (grey circles) for small and large events. Colour lines indicate the
linear regressions obtained in other studies. (c) Stress-drop scaling with seismic moment fitted with two separate linear models for small and large events.
Results are compared with other studies in the same region: Wang et al. (2019, green line), Bindi et al. (2017, top blue dashed line is for event deeper than
8 km, bottom blue dashed line is for shallower events) and Pacor et al. (2016, the colour band between the two dotted light blue lines includes the models for
the different depths).
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