Combining single-station microtremor and gravity surveys for deep stratigraphic mapping
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ABSTRACT

Any stratigraphic reconstruction by means of surface geophysical methods is affected by the non-uniqueness of data inversion and by the resolution-depth tradeoff. The combination of different geophysical techniques can reduce the number of degrees of freedom of the problem. We focus on two low-impact single-station geophysical techniques: microtremor and gravity. These have been used by previous authors for stratigraphic mapping only by comparing results independently. We suggest a procedure to combine microtremor and gravity data into a unique subsoil model and explore to what extent their combined use can overcome their individual weaknesses and constrain the final result. We apply the procedure to the Bolzano
sedimentary basin, Northern Italy, to derive a 3D bedrock model of the basin. We use microtremor data to map the ground resonance frequencies and derive an initial 3D bedrock depth model by assuming a Vs profile for the sediment fill. Then we define a density model for rock and sediments and perform a 3D gravity forward modeling. We then perturb both the Vs and density models and find the parameters best fitting the observed gravity anomalies. Data uncertainties are examined to explore the significance of the results. The joint use of the two techniques successfully helps interpreting the stratigraphic model: ground resonance frequencies guarantee spatial resolution of the bedrock geometry model while gravity data help constraining the frequency to depth conversion.

**INTRODUCTION**

Indirect geophysical methods are used for stratigraphic purposes in many geological contexts and at different survey scales. The intrinsic limitation of indirect methods is the need for constraints, due to non-uniqueness of geophysical data inversion. The issue can be overcome by constraining the model with independent direct stratigraphic information or by combining different geophysical techniques, each sensitive to specific model parameters. These cover a wide range of costs and amount of work needed. In this paper we focus on single-station geophysical techniques (microtremor and gravity), that are among the cheapest, lowest-impact and fastest geophysical approaches capable to map shallow and deep geologic structures (e.g., Komazawa et al., 2002; Brückl et al., 2007; McPhee et al., 2007). Other
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traditional geophysical methods, such as seismic reflection, are more expensive and sometimes only limitedly or not applicable (e.g., in urban areas; Barnaba et al., 2010).

Microtremor and gravity single-station surveys have been combined for bedrock mapping in sedimentary basins (Komazawa et al., 2002; Barnaba et al., 2010; Özalaybey et al., 2011; Bottelin et al., 2019; Ferri et al., 2020). However, they were used only to qualitatively compare results independently. In this paper we aim to combine the two techniques and analyze them jointly in order to leverage their sensitivity to different physical parameters (i.e., Vs velocity and density) and minimize their individual limitations.

Single-station microtremor data are usually analyzed in terms of H/V ratio (horizontal to vertical spectral ratio; Nakamura, 1989). The H/V technique is a widespread tool to map resonance frequencies in seismic microzonation studies (Lermo et al., 1993, 1994; Lachet et al., 1996; Bour et al., 1998) and is used also for stratigraphic reconstructions by relating measured ground resonance frequencies with the thickness of the resonating layer, under some assumption on the shear wave velocity (Vs) subsoil profile. The first stratigraphic application of the H/V technique was proposed by Ibs von Seht and Wohlenberg (1999), who mapped the bedrock morphology in the Rhine valley. This was followed by other examples of subsurface mapping both shallow (tens of meters; e.g., Parolai et al., 2002; Castellaro and Mulargia 2009; Gosar and Lenart 2010; Mantovani et al., 2018) and deep (several hundred meters, up to >1 km; e.g., Zor et al., 2010; Sheib et al., 2016; Tarabusi and Caputo, 2016; Tün et al., 2016).
A limitation of the H/V method is represented by the availability of independent information to constrain the model in depth. Independent constraints can be either stratigraphic (on the depth of the resonating layers) or on the Vs velocities (e.g., Castellaro and Mulargia 2009). The uncertainty on the Vs profile estimates from surface-wave analyses is discussed in Foti et al. (2016). In addition, both types of information (Vs and depth of resonating layers) are often only available for the shallow subsurface, therefore the frequency-depth model is less resolved at depth.

Another limitation is represented by the role of 2D and 3D geometries (e.g., sedimentary basins) on measured resonances. The stratigraphic interpretation of H/V resonance peaks usually relies on a 1D assumption, i.e. on horizontally layered media. However, at sites with non-plane subsurface geometries, more complex resonance patterns may develop, such as 2D resonances that typically occur within sediment-filled valleys and involves simultaneous vibration of whole sediment fill. This phenomenon has been studied by several authors (e.g., Bard and Bouchon, 1980a,b; 1985; Chávez-García et al., 2000; Roten et al., 2006; Le Roux et al., 2012). Recently, Sgattoni and Castellaro (2020) described 1D versus 2D resonance patterns observed with single-station microtremor measurements and their impact on stratigraphic reconstructions. While 1D frequencies correlate with the local stratigraphy, 2D resonances are associated with the geometry of the whole resonating body, e.g., a sediment-filled valley. In this case, models to relate modal frequency ratios to the overall geometry of the valley cross-section can be applied (e.g., Bard and Bouchon, 1980a,b; Rial, 1989; Castellaro and Musinu, personal communication 2021).
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The gravimetric technique is used for a wide range of survey scales. Several authors applied it to image the shape of buried valleys or sedimentary basins, where negative gravity anomalies are correlated with the buried morphology of the basement rock under the sedimentary fill. Some examples are, e.g., 2 km deep sedimentary basins in the Santa Rosa plain, San Francisco (McPhee et al., 2007), tens to hundred meters deep quaternary valleys in Lolland, Denmark (Møller et al., 2007), hundred meters deep glacial valleys in the Pyrenees (Perrouty et al., 2015) and 1.6-2.2 km deep grabens in western Turkey (Chakravarthi et al., 2017).

The success of the method depends on several factors, including the presence of an appreciable density contrast between sediments and bedrock, the possibility to identify the anomalies associated with the geological source of interest and the availability of independent constraints to effectively model the observed anomalies. As for all geophysical problems, the inherent ambiguity in gravity interpretation determines that the same gravity anomaly can be modeled with multiple different solutions (Skeels, 1947; Johnson and Van Klinken, 1979). This is an important limit for gravity measurements because they are sensitive to the 3D mass distribution around the measured site and a wide range of solutions match the same observed anomaly. The problem is enhanced by the presence of data errors, the estimation of which is not straightforward (e.g., Hinze et al., 2013).

In this paper we aim to optimize the joint use of microtremor and gravity data to derive a 3D bedrock model of the Bolzano sedimentary basin, Northern Italy. Microtremor data are used to create an initial 3D depth model of the basin from ground resonance frequencies by assuming a Vs pattern for the sediment fill. Then, we
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define a density model for rock and sediments and perform a 3D gravity forward modeling. We then perturb both the Vs and density patterns and find the parameters better fitting the observed gravity anomalies. We account for data uncertainties to explore the significance of our results and to which extent combining the two types of data can help constraining the stratigraphic model.

METHOD OUTLINE

We propose a procedure to combine single-station microtremor and gravity measurements into a unique subsoil model. The method exploits ground resonances derived from microtremor measurements to build an initial subsurface model. This is then used for forward gravity modeling and optimized by perturbing the modeling parameters. We estimate model residuals normalized by data uncertainties for each set of parameters used in the calculation. This allows exploring the significance of the results and estimating the uncertainty due to the non-linearity of the problem. The workflow of the proposed methodology is shown in Figure 1 and consists in the following steps:

(1) identify ground resonance frequencies corresponding to the sediment-to-bedrock interface from single-station microtremor measurements (Figure 1a);

(2) estimate a shear wave velocity ($V_s$) profile for the sediment fill, either from other geophysical measurements, when available, or by fitting measured resonance frequencies to known bedrock depths (Figure 1b);
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(3) build an initial bedrock-depth model by applying the relation between the fundamental ground resonance \( f_0 \) and the thickness of the resonating layer \( h \), equation 1, by using the \( V_S \) model derived at the previous step (Figure 1c):

\[ f_0 = \frac{V_S}{4h} \quad (1) \]

(4) correct gravity measurements and derive residual gravity anomalies, together with an estimate of their uncertainties (Figure 1d);

(5) assign density values to the basement rock and sediment fill and perform 3D forward gravity modeling to compute the expected gravity along the investigated profiles (Figure 1e and 1f);

(6) repeat steps b), c) and e) for different \( V_S \) and density models; and

(7) evaluate the quality-of-fit of each run by using the reduced chi-square statistics and identify best fitting models (Figure 1f).

EXPERIMENTAL SETUP

The Bolzano alluvial sedimentary basin

The Bolzano basin (Northern Italy) lies at the junction between the Adige valley on the western and southern sides and two minor tributary valleys on the northern and eastern sides. It is a sedimentary basin filled with fine- to coarse-grained quaternary deposits of fluvio-glacial to lacustrine origin. The bedrock of the basin is made of Permian porphyritic rock (Figure 2).
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Previous deep stratigraphic information within the basin is known only from reflection and H/V profiles (Figure 2; Pöyry 2017; Sgattoni and Castellaro 2020). According to these studies, the maximum depth of the basin ranges from about 400 m in the eastern portion to about 600-700 m where the basin intersects the Adige valley. Direct deep stratigraphic information is available about 20 km north west of the basin from a borehole located in the center of the Adige valley, which constrains the bedrock depth at 670 m (Bargossi et al., 2010).

SINGLE-STATION MICROTREMOR MEASUREMENTS

Identification of ground resonance frequencies

We acquired single-station microtremor recordings at 180 sites across the basin (Figure 2). The recordings were acquired during several field campaigns in winter, spring and summer of 2019 and 2020. Sgattoni and Castellaro (2020) already describe 60 of these measurements, distributed along three lines, and identify features to discern between 1D and 2D resonance patterns on both H/V functions and individual spectral components of motion. In the 1D case, a peak on the H/V curve is associated with a local minimum in the vertical spectral component (Figure 3), a feature related to lateral propagation of surface waves. 2D resonance, instead, is characterized by two distinct peaks in the horizontal spectral components, corresponding to the longitudinal and transversal (to the valley axis) resonance modes of the valley (Figure 3). In
addition, 2D frequencies do not vary in space while their amplitudes do, with maximum amplitudes observed close to the sites of maximum bedrock depth. We followed the same acquisition, processing and interpretation criteria as Sgattoni and Castellaro (2020) for the 120 new measurements to identify 1D and 2D-type resonances. As an example, one microtremor profile crossing the whole basin from west to east is reported as H/V contour plot in Figure 4. Here the red shades delineate the resonance peaks associated with the sediment-bedrock interface and 2D resonances are also marked. This profile spans a frequency range between about 0.28 Hz (which is the lowest observed resonance frequency within the basin) and 4.0 Hz (among the largest observed frequencies).

While 1D resonances depend on the local depth to bedrock and Vs by means of equation 1, 2D resonance frequencies depend on the whole valley aspect ratio. Numerical models can be used to infer the geometric properties of sediment-filled valleys from measured 2D resonances (Bard and Bouchon, 1980; Rial, 1989; Sgattoni and Castellaro, 2020; Castellaro and Musinu, personal communication, 2021), from which an estimate of the theoretical 1D resonance related to the deepest bedrock can also be obtained.

Based on the above-mentioned observations and models, we interpreted all single-station measurements to identify 1D resonance frequencies (measured or theoretical at sites where 2D resonance is observed) and infer the bedrock depth at each site, as discussed below.
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Frequency to depth conversion

To convert resonance frequencies to depth by means of equation 1, a Vs model is needed. This is often inferred by assuming a power-law relation for the increasing Vs with depth (Ibs von Seht and Wohlenberg, 1999) and has been used by many authors in similar geologic settings (e.g., D’Amico et al., 2008; Özalaybey et al., 2011; Paolucci et al., 2015; Tün et al., 2016).

A Vs model can be derived by fitting resonance frequencies with known depths of the resonating layer, when independent stratigraphic information is available. We used the exponential model derived by Sgattoni and Castellaro (2020) using depth information down to 400 m from seismic reflection data (Figure 2b) and the corresponding resonance frequencies collected at 16 sites in the same area. These yield to the following frequency-depth relation:

\[ H = 190 f^{-1.1} \]  

where \( H \) is the bedrock depth and \( f \) is the ground resonance frequency.

Equation 2 is used to convert all the measured resonance frequencies to depths and interpolate them within a grid of points to obtain an initial 3D bedrock depth model.

GRAVITY MEASUREMENTS
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Field acquisition

Four gravity survey lines were acquired within the Bolzano basin, consisting of a total of 49 measurement sites (red diamonds in Figure 2). The measurements were carried out in autumn 2019 and winter 2020 with a Lacoste & Romberg gravity meter model D. To remove the instrumental drift, we followed the looping technique by keeping each loop no longer than 2 hours so that the drift can be treated as a linear function of time. Each survey line was acquired in one day. Only profile EW1 was acquired in two days and in this case two points were repeated in both days to correct for the instrumental drift. The gravity measurements at the points overlapping between the profiles were also repeated. Almost all gravity stations are located in plane areas within the basin and care was taken in choosing measurement sites in flat areas and far from buildings.

Gravity surveys provide relative gravity measurements, which we did not convert to absolute gravity because this is not required for our scope. Each profile was then analyzed by calculating relative gravity anomalies to the beginning of each line.

Gravity data corrections

To derive the residual Bouguer gravity anomaly, we applied corrections for the instrumental drift, latitude, free-air, Bouguer slab, terrain, and regional gradient. The instrumental drift correction spans a range of ± 0.03 mGal, which is more than two orders of magnitude smaller that the observed gravity anomalies. The bedrock density used to compute the Bouguer slab and terrain corrections is 2600 kg/m³, which is an
average value between the known rock densities measured around the basin (Material Testing Lab of the Autonomous Province of Bolzano, 2020, internal report).

To derive the measurement site elevations for the free-air and Bouguer corrections, we used a LiDAR-derived digital terrain model (DTM) with 0.5 m horizontal resolution and a declared relative elevation precision of 15 cm (Provincia Autonoma di Bolzano, 2013). Most gravity measurements were acquired on a flat or gently dipping topography within the basin, away from abrupt changes in elevation to avoid large uncertainties introduced by rugged topographies both on the elevation and in the terrain correction (LaFehr, 1991).

To compute the elevation and terrain corrections, and also for the forward modeling, the gravity values at each point of interest $P$ were computed by summing the contribution of a number of segmented hollow cylinders of density $\rho$ centered at the observation point $P$ and with increasing radii, according to (Elkins, 1966; Figure 5a and 5b):

$$g_z = 2\pi G \rho \left[ \sqrt{z_1^2 + r_1^2} - \sqrt{z_2^2 + r_1^2} - \sqrt{z_2^2 + r_2^2} + \sqrt{z_2^2 + r_1^2} \right], \quad \text{(3)}$$

where $r_1$ and $r_2$ are the inner and outer radii of the cylinder, $z_1$ and $z_2$ are the vertical distances of the top and bottom of the cylinder from $P$, and $G$ is the gravitational constant. When using this equation for the terrain correction, $z_1$ lies either above or below the observation point depending on the topography. To account for the differences in elevation around the point of interest, each hollow cylinder was segmented according to the underlying DT model such that each cylinder segment approximates a DTM cell (Figure 5b) and the terrain correction is obtained by summing up the gravitational attraction of the columns around each measurement point (Figure
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5c). The sum is calculated within a squared area around the point that can be extended within different distances from the observation site. We define the distance between the point and the perimeter of the square as the integration distance \( d_{\text{int}} \) (Figure 5c). This parameter can be varied in the calculation and DT models with varying resolution can be used depending on the distance from \( P \).

For the calculation of the terrain correction we used DTMs with decreasing resolution with distance from each measurement site, i.e., 2.5 m x 2.5 m within 5 km (DTM from Provincia Autonoma di Bolzano, 2011), 50 m x 50 m between 5-40 km and 100 m x 100 m above 40 km (DTM from GMRT Map Tool; Ryan et al., 2009). A common approach is to calculate the topography mass contribution up to 167 km and even beyond (La Fehr, 1991). This is especially recommended in mountainous areas, when gravity measurements are distributed within a great range of station heights (Steinhauser et al., 1990). However, our survey is local and station elevations vary within 40 m (with the exception of three points only on the western edge of profile EW2 and on the northern edge of profile NS2). The limit of the region of interest is therefore expected to be lower than the standard value and we evaluated it by gradually increasing \( d_{\text{int}} \) until the relative change in terrain correction between the points becomes negligible. The correction in our case becomes almost stable at 5 km distance and changes slightly up to 50 km only along profile EW2. No difference is observed when increasing \( d_{\text{int}} \) up to 170 km (Figure 6). The thick yellow lines in the bottom row of Figure 6 are the corrected data, representing the Bouguer gravity anomalies along all four profiles. These curves clearly define the shape of negative
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gravity anomalies with 6-7 mGal amplitude on average (note that values along the curves are relative for each profile).

*Separation of the regional gradient*

The Bouguer gravity anomaly can still be affected by regional changes due to large scale sub-surface mass variations such as isostatic mass adjustments and large-scale geological features at depth (Hinze, 1990; Hinze et al., 2013). However, as pointed out by LaFehr (1991), computing the separation between the regional and local gravity fields requires a broad knowledge of the regional geology, which is often not available.

A common approach is to model the regional component of the gravity field as a low-order polynomial, which operates as a low-pass filter separating the longer-wavelength regional component (e.g., Agocs, 1951; Coons et al., 1967; Beltrao et al., 1991; Thurston and Brown, 1992; Barnaba et al., 2010). The residual component is then estimated by subtracting the regional term from the observed anomaly. There is no general accepted rule on how this operation should be performed as this strongly depends on the wavelength of interest and on the amount and type of available data (e.g., auxiliary large-scale gravity data greatly improve interpretations, see Hinze et al., 2013).

By using regional gravity data available from ISPRA, ENI, OGS (2009) at the 1:250000 scale (Figure 7), we tested different strategies of surface fitting in order to estimate the regional gradient and its dependence on the chosen parameters. A
Joint use of tremor and gravity data

general east-west trend of the gravity gradient can be discerned from the map in Figure 7, which affects mainly the east-west profiles.

We fitted 2nd-, 3rd- and 4th-order polynomial surfaces within rectangular areas centered within the basin and extending up to distances of 1 km to 25 km from the investigated area. The residual anomalies obtained by subtracting these surfaces from the Bouguer anomalies of the two east-west trending profiles are shown in Figure 8. Because the fitted surfaces for the 3rd- and 4th-order polynomials showed no significant difference, we show them as a single plot in Figure 8b and 8d. In our case study, the choice of the polynomial degree has less influence compared to the size of the area used for the calculation, that causes substantial variation on the estimated regional trend. When increasing this area, the magnitude of the regional trend also increases but appears to stabilize at distances above 15 km. We do not have a way to define quantitatively the best estimate of the regional gradient, therefore we chose the parameters that seem to stabilize the trend and we estimated the uncertainty to account for the observed variations, as explained below. We used the regional trend estimated with a 3rd-order polynomial within a rectangular area extending up to 20 km distance from the investigated zone (Figure 7). We then subtracted this trend from each gravity profile to obtain the residual anomalies, which we consider as the component of the gravity field related to the sedimentary basin. The trend affects the east-west direction and is negligible along the north-south oriented gravity lines.
Uncertainties on gravity data

Estimating uncertainties associated with gravity data is not straightforward since the sources of error are many and difficult to be quantified. However, these can be relevant and we attempted to quantify them to infer the statistical significance of the obtained models.

While the instrumental reading accuracy can be considered quite small, on the order of 0.01 mGal (e.g., Ozaylaybey et al., 2011), the errors introduced by the data processing in the different steps of correction are larger and more difficult to evaluate.

Concerning the elevation correction (free air + Bouguer slab corrections), we estimated a range of uncertainties between 0.04-0.2 mGal depending on the location of the measurement points, either in flat areas or on the mountain sides. This accounts for elevation uncertainties of 0.2 to 1.0 m. While not negligible, this is still, conservatively, no more than one order of magnitude smaller than the amplitude of the observed gravity anomalies.

To estimate the uncertainty of the terrain correction, we repeated the calculation by adding random perturbations to the DTM grid to simulate ± 1 m elevation variations in the flat areas within the basin and ± 3 m elevation variations in the mountainous regions around the basin. Doing so generates errors (in terms of standard deviation) between ±0.03 mGal at sites located close to the center of the basin (far from rugged topographies) and ±0.1 mGal at sites located on the mountain sides.

To evaluate the uncertainty associated with the filtering of the regional trend we computed the deviation of the three different degrees polynomial surfaces for the
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15-20-25 km distance areas at each measurement point. The resulting uncertainties for the two east-west profiles range from ±0.1 to ±0.5 mGal. Although this is a rough estimate, it shows that east-west profiles (EW1 in particular) are largely affected by errors in the estimation of the regional trend and this has to be accounted for when evaluating the goodness of the final model.

We then combined all the uncertainties at all measurement points by propagating errors through the additional operation of the gravity correction process. These range between 0.05 and 0.8 mGal. This is between one and two orders of magnitude smaller than the observed gravity anomalies. The largest uncertainties are observed along profile EW1 and at points measured on or close to the mountain sides.

Forward gravity modeling technique

We performed the gravity modeling with a forward, trial-and-error approach, which is widely used for the interpretation of gravity anomalies as it allows for full control on the modeling parameters (Hinze et al., 2013). We propose a simple method based on the same approach used for the terrain correction, using equation 3. Similar to the terrain correction, we built a conceptual model discretized into a grid with fixed horizontal coordinates (with 50 m x 50 m grid spacing). Each element of the model represents a vertical column with base level at the base of the sedimentary basin (Figure 5d). The mass contribution of each column to the gravity field at a given observation point on the surface is calculated in the same way as for the terrain correction, using the annular ring approximation (Figure 5). As for the terrain
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correction, we tested different values of $d_{\text{int}}$ until no change was observed in the shape of the modeled anomaly. More details will be discussed below.

With this approach, each column of the model can be assigned a different density, that can also vary vertically by subdividing the columns into segments. Columns falling outside the basin are assigned a unique constant rock density while columns within the basin are subdivided vertically into sub-columns with different densities: the bottom column segment is assigned the density of rock and overlying segments are assigned sediment density, either constant or with a vertical gradient (Figure 5d). The depth of the contact between rock and sediment density represents the sediment-bedrock interface at the base of the basin in geological terms. The mass contribution of each column segment is treated separately by means of equation 3 by varying $z_1$ and $z_2$ values depending on the vertical position of the column segment considered.

By starting from an initial model consisting of bedrock depth values assigned to each point of the grid (obtained from resonance frequencies) and a density model for the bedrock and sediment layers, we computed the expected gravity anomaly for the four profiles and compared the observed and modeled anomalies. We treated each profile independently and therefore analyzed results always relative to one end of each profile.

JOINT FIT RESULTS

Modeling parameters
We performed the gravity forward modeling with several Vs and density models. In addition to the Vs model in equation 2, we perturbed the coefficient and exponent of the power-law relation and built 15 Vs models (Figure 9) with different gradients of Vs with depth. We did this for two main reasons: first, to explore the capability of the gravity data to constrain the Vs model for the stratigraphic application of the H/V method, and second, to perform a sensitivity analysis of the gravity model to the bedrock geometries obtained with different Vs models.

We fixed a density of 2600 kg/m$^3$ for the porphyritic bedrock and tried several different models for the sediment fill. Direct information is available for the upper few meters to tens of meters only, for which known values are about 1800-1900 kg/m$^3$ (Material Testing Lab of the Autonomous Province of Bolzano, 2020, internal report). The basin fill is made of an alternation of fine- to coarse-grained deposits of fluvio-glacial to lacustrine origin but a detailed stratigraphic model is not available. We therefore chose to test several density models both with average uniform densities for the whole sediment fill (between 1900 and 2100 kg/m$^3$) and by assuming a vertical gradient of increasing density with depth. As noted by other authors (Cordell, 1973; Cai and Zhdanov 2015), the density-depth relationship of sedimentary rocks does not strictly follow specific mathematical formulations. We built six different density models (Table 1) which are similar to previous studies in the Adige valley (Rosselli et al., 2000) and plausible. Modeling gravity anomalies is sensitive to density contrasts, not to absolute density values; all density values should therefore be read as rock-to-sediment density contrasts. Also, the assumption of a constant rock density for the whole basin may not necessarily hold, as well as the lateral homogeneity of the
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sediment fill. Our modeling scheme allows including lateral variations but we chose to keep the model as simple as possible (while still accounting for most of the observed gravity features, as shown in Section “Goodness-of-fit and final model”). Finally, we ran the gravity modeling by testing all the parameters discussed above, for a total of 90 models.

**Goodness-of-fit and final model**

To establish the best fitting model, we estimated the reduced chi-squared $\chi_r^2$ for each model, i.e., the sum of the squared lengths of the deviations between observed and modeled gravity values normalized by their uncertainties, divided by the number of degrees of freedom. In general terms, $\chi_r^2 = 1$ means that the data are appropriately explained, $\chi_r^2 < 1$ means an overfit of the data and $\chi_r^2 > 1$ means the model does not explain the data to their level of uncertainty. This assumes that the model errors and data uncertainties are independent. This assumption does not necessarily hold in many cases, however it suffices to quantify the model-to-data fit compared to the data uncertainties. The problem is not linear and several different solutions fit the data equally well, so we want to both identify the set of solutions that explain the data within their uncertainty and estimate a threshold value for the data misfit below which models are to be discarded. This in turn helps us evaluate the uncertainty of the model due to its non-linearity.

We chose to include data uncertainties in the computation of the model deviation so that they act as weights, since data uncertainties differ considerably
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between the different profiles and between points located on flat or rugged topography.

A note should be made concerning the evaluation of the model deviations. Because we deal with relative gravity measurements and we treat each profile separately in terms of differential gravity, the deviations between the modeled and measured anomalies depend also on the absolute shift of the reference measurement between model and observation. If this is not accounted for, then using different reference points leads to different measures of the model deviations. We accounted for this by shifting the modeled gravity anomaly by a value that minimizes the model deviations, which corresponds to the average of the differences between modeled and observed data. This is done separately for each profile and reduces the number of degrees of freedom by four units.

The resulting $\chi^2_r$ values obtained for all Vs and density models are shown in Figure 10. The corresponding 12 models to 7 different Vs models (models n. 2, 4, 5, 6, 7, 8, 10), have $\chi^2_r \leq 1$. This means that they fit well or overfit the data. In this case, overfitting the data simply means that the models fit observations to a degree that is below the estimated data uncertainties and therefore these models do not differ significantly between each other. We interpret these as a set of models each potentially representing an acceptable solution. All the remaining models are discarded.

The best gravity models are obtained for different combinations of the density and Vs values. This represents the inherent trade-off in the non-linear gravity model: the same fit can be achieved by increasing the sediment-bedrock density contrast
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while decreasing the depth to bedrock. This is also the reason why model parameters, especially densities, were varied within pre-defined limits, to avoid testing for unreasonable model parameters. Adding more constraints from independent information helps further reducing the model variability.

We observe that among the seven best Vs models the one expressed by equation 3 is also included. As this Vs profile (red lines in Figure 9) was constrained with seismic reflection data, it was expected to result in a good data fit and represents our preferred solution. The corresponding modeled and measured gravity anomalies are shown in Figure 11 and the resulting 3D bedrock model is shown in Figure 12. The deviation observed between this model and the others gives an estimate of its uncertainty and gives also an idea of the expected depth deviation with different choices of the modeling parameters if no constraints were known. The estimated maximum depth of the basin is 700 m, which is consistent with stratigraphic information (Bargossi et al., 2010) and other geophysical analyses (Sgattoni and Castellaro, 2020). This value oscillates between 600-900 m when considering all the best solutions (i.e. the expected depth at the minimum observed resonance frequency, 0.3 Hz, for the seven best Vs models).

The modeled anomalies of Figure 11 are shown for different values of $d_{\text{int}}$ from each calculated point. A stable result is obtained when this distance is equal to or larger than 700 m at profiles NS1, NS2 and EW2 and 1300 km at profile EW1. This tells us that the gravity field at each point is affected by the density distributions around the observation points up to distances between 700 m and 1300 m.
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The largest deviations between measured and modeled gravity are observed on the western end of profile EW1. This may be due to an incorrect correction for the regional gradient (which largely affects this long profile oriented parallel to the maximum gradient) or to an incorrect depth modeling. The acquisition of more H/V and gravity data may help to better reconstruct the bedrock geometry in this part of the model.

The final 3D bedrock model suffers also from uncertainties on the experimental soil resonance estimations. These depend on the frequency and are higher for lower frequencies, as for any geophysical technique. As an example, a frequency deviation of 0.02-0.03 Hz at about 0.3 Hz, using $V_s = 800$ m/s, leads to a depth deviation of about 40-60 m, which is well within the depth range of the best models obtained with our modeling.

We note also that the best $V_s$ models have in most cases a similar slope (expressed by the exponential coefficient of the power law), which suggests that the $V_s$ model can be constrained by the combined use of microtremor and gravity data to some extent, i.e., the steepness of $V_s$ increases with depth, and can be constrained in absolute terms if some independent information (e.g., on the density model or at least on one depth value) is available. Vice versa, if a velocity model is known a priori, some information can be gained on the density model that best fits the observations: in this case, if we use the velocity model 7, equally good fits are achieved with a uniform density model of the sediments with density equal to 2100 kg/m$^3$ (density model 6) and with increasing density with depth from 2000 to 2200 kg/m$^3$ (density model 2).
DISCUSSION

We performed a joint analysis of microtremor and gravity single-station measurements for stratigraphic reconstruction of a sedimentary basin. While previous studies (Komazawa et al., 2002; Barnaba et al., 2010; Özalaybey et al., 2011; Bottelin et al., 2019; Ferri et al., 2020) qualitatively combined the two techniques by comparing the two sets of data independently, here we propose an approach to combine them into a bedrock depth model with the aim of exploiting the strengths of the two geophysical techniques and overcoming their individual weaknesses. We applied the method to the Bolzano sedimentary basin (Northern Italy).

Microtremor measurements were used to infer ground resonance frequencies at 180 sites across the basin. We used the criteria described by Sgattoni and Castellaro (2020) to distinguish between 1D and 2D-type resonances and provide a stratigraphic interpretation.

The gravity data processing to derive residual anomalies was done by tuning the processing strategies for the specific problem and we aimed to track data uncertainties introduced by each step of the processing. The most problematic step was the estimation of the regional gradient, that affects our east-west oriented gravity lines. Common surface polynomial fitting strategies are dependent on several parameters, such as the size of the area used to perform the fitting. A convenient field practice to minimize the uncertainty related to the regional field separation may be to align measurements along profiles perpendicular to it. Estimated uncertainties on the
residual gravity anomalies range between 0.05-0.8 mGal, the largest being due to the
regional gradient estimation and at points measured on or close to the mountain sides,
due to uncertainties on elevation and terrain correction.

The combined analysis of ground resonance frequencies and gravity anomalies
to derive a 3D bedrock model of the basin was done by (1) exploiting resonance
frequencies to assess an initial bedrock model, by assuming an initial power-law Vs
model for the sediment fill; (2) assuming an initial density model for sediments and
rock and calculating a forward model of the residual gravity anomalies; (3) repeating
the calculation for different Vs and density models, perturbed within reasonable
bounds for the type of sediments filling the basin. With this process we were able to
identify a set of solutions best fitting the observed gravity anomalies, corresponding to
a set of best Vs and density models. This was done by selecting models with $\chi^2_F \leq 1$,
which indicate that the gravity data were fitted within and even below the estimated
uncertainties. The deviation between these models gives an estimate of the
uncertainty of the bedrock morphology, which is due to the non-linearity of the
problem, i.e., the trade-off between different combinations of density and bedrock
depth values, within the bounds of the modeling parameters tested. Among the best
models, the one derived from regression analysis constrained with seismic reflection
data is also included and we therefore choose this model as our preferred solution for
our case study. We observe that seismic reflection profiles would benefit from a direct
stratigraphic calibration, which is not available in this case.

The proposed 3D forward gravity modeling strategy is based on the same
scheme commonly used for terrain corrections, it allows for flexibility on the model
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geometry and density, has low computational cost, and the user has full control on the modeling parameters. Although it allows for complex density models, varying in both horizontal and vertical directions, we obtained a very good data fit with simple density models, even with uniform densities for both bedrock and sediment fill.

The combined use of microtremor and gravity data strengthens their stratigraphic applicability. Microtremor measurements are more sensitive to the local stratigraphy at the measurement site, while gravity measurements are affected by the 3D density distribution around the measured site and therefore have lower resolution in reconstructing the bedrock geometry. In addition, microtremor measurements are more sensitive to lithologic changes since Vs variability in the ground (100-3000 m/s) is larger than that expected for density (1600-2500 kg/m$^3$). The combined use of the two types of data therefore helps overcoming the strong non-linearity of the gravity modeling. Also, a difficult step in gravity modeling is building the initial model geometry, which is very important in a non-linear problem, and microtremor data can be used to build initial geometries. This in turn facilitates the use of a trial-and-error approach like the one suggested in this study.

When a Vs model is not known a priori, gravity measurements help constraining the model for the conversion of resonance frequencies to depths, given that a plausible range of densities for rock and sediments is available. We note that this depends also on the availability of gravity data for a wide range of bedrock depths. In our case study, more data on the shallower parts of the basin would likely help to better constrain the Vs model.
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The combined use of microtremor and gravity data is effective also when few gravity profiles are available: the spatial resolution on the bedrock topography is guaranteed by the microtremor measurements while gravity data are used to constrain the frequency to depth conversion. In addition, gravity data can help in the interpretation of 2D effects on microtremor measurements. The shape of the gravity anomaly correlates with the bedrock geometry while 2D resonance frequencies do not vary across the resonating body. As an example, our EW2 profile shows an asymmetric gravity anomaly which supports an asymmetric bedrock shape.

CONCLUSIONS

The combination of microtremor and gravity techniques allow for extensive mapping of deep stratigraphic features. These are both low-cost single-station techniques that can be carried out by a single person and are therefore easily applicable to a broad range of scales and settings (including urban areas) as opposed to the more traditional seismic methods performed along long profiles that are expensive and not always feasible. Like all indirect geophysical methods, they both suffer from uncertainties due to non-uniqueness of data inversion and therefore need calibration information. Since borehole data may not be available at large depths, the possibility to effectively combine the two techniques to obtain a constrained bedrock model poses interesting perspectives.

We have explained a procedure to combine ground resonances and residual gravity anomalies into a unique subsoil model. This is done by exploiting the sensitivity of resonance frequencies to local stratigraphy, which guarantees spatial resolution of
the bedrock topography reconstruction, and by using gravity anomalies to constrain the frequency to depth conversion. In addition, the use of a fast, forward gravity modeling technique allows for extensive testing of the modeling parameters and allows estimating the final model uncertainty. We show that this procedure is able to overcome intrinsic limitations of both techniques and reduces the amount of stratigraphic constraints needed to derive a subsoil model. We applied the method to a sedimentary basin at the junction of three alpine valleys in Northern Italy. Thanks to the ease of use and wide applicability of these single-station techniques, we believe the approach presented in this study is of interest for application to different geological contexts and exploration scales (e.g. landslides, volcanic deposits, different scale valleys, paleovalleys and basins).
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### TABLES

<table>
<thead>
<tr>
<th>Density models</th>
<th>Depth (m)</th>
<th>Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-100, 100-200, &gt;200</td>
<td>1900, 2000, 2100</td>
</tr>
<tr>
<td>2</td>
<td>0-100, 100-500, &gt;500</td>
<td>2000, 2100, 2200</td>
</tr>
<tr>
<td>3</td>
<td>0-50, 50-100, 100-200, 200-500 &gt;500</td>
<td>1900, 2000, 2100, 2200, 2250</td>
</tr>
<tr>
<td>4</td>
<td>0-inf</td>
<td>1900</td>
</tr>
<tr>
<td>5</td>
<td>0-inf</td>
<td>2000</td>
</tr>
<tr>
<td>6</td>
<td>0-inf</td>
<td>2100</td>
</tr>
</tbody>
</table>

Table 1. Density models of the sedimentary basin fill used for gravity modeling.
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FIGURES

Figure 1. Flow-chart of the procedure proposed to combine single-station microtremor and gravity data into a 3D bedrock model. a) identification of ground resonance frequencies on single-station microtremor measurements; b) estimation of an average Vs profile for the sediment fill; c) frequency to depth conversion to build bedrock depth model; d) gravity data correction to derive residual gravity anomalies; e) estimation of rock and sediment densities; f) 3D gravity forward modelling for different combinations of Vs and density models. See text for further explanation.
Joint use of tremor and gravity data

Figure 2. a) The Bolzano sedimentary basin (Digital Surface Model from Geoportale Alto Adige; geological map from Keim et al., 2013). NS1, NS2, EW1 and EW2 are the profiles along which gravity measurements were performed. HV1 is the profile of microtremor recordings shown in Figure 4. The stars indicate the starting point of the profiles and are drawn also in all the subsequent figures. b) reflection profile along line NS2 (Pöyry 2017). The white line indicates the sediment-bedrock interface.
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Figure 3. Examples of H/V curves and individual spectral components (longitudinal and transversal to the valley axis) for sites with 1D and 2D dynamic behaviors (modified from Sgattoni and Castellaro, 2020). For each H/V curve and individual spectrum, the confidence interval is given. The red square marks the minimum on the vertical spectral component at the 1D resonance frequency. The blue and green circles mark the longitudinal and transversal fundamental 2D resonance peaks.

Figure 4. H/V contour plot of the HV1 profile. The star marks the starting point of the profile as indicated in Figure 1. Each H/V curve is normalized so that the color scale ranges from 0 (blue) to 1 (red). The arrows mark the positions of each measurement. The locations along the profile where 2D resonance is observed are indicated with black lines.

Figure 5. Gravity modeling approach, used for both terrain correction and modeling of the gravity anomalies. a) conceptual scheme for the application of Equation 3 for the gravity field of a hollow cylinder centered at the observation point (P). A segment of the annular ring is used as an approximation of each cell of the model (b), corresponding to one element of the grid in c) and one column in d). The
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dashed squares in c) represent different areas within which the gravity effect is integrated and $d_{int}$ is the integration distance. d) cross-section view of the conceptual model and density scheme used for the gravity forward modeling (discussed in Section “Forward gravity modeling technique”). The size of each cell depends on the DTM resolution used for the terrain correction or on the chosen discretization of the model. See text for further explanation.

Figure 6. Terrain correction along the 4 investigated profiles. The top panels show the location of the profiles on a topographic map (corresponding to the red lines and stars in Figure 2). The bottom panels show the original (in red) and corrected gravity data (in shades of blue, green, and yellow) after computing the terrain correction within different distances from each observation point ($d_{int}$). The final, accepted as corrected, data are represented by the thick yellow line.
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Figure 7. **Left:** Bouguer gravity anomaly from regional data at the 1:250000 scale from ISPRA, ENI, OGS (2009). **Right:** 3rd order polynomial surface fitting the data in a) computed with a rectangular area with perimeter 20 km distant from the investigated area. The white dots are the gravity measurements of this study.

![Figure 7](image)

Figure 8. Separation of regional and residual gravity fields along profiles EW1 and EW2, with different order polynomials. The 3rd and 4th order polynomial surfaces are nearly coincident and are therefore shown in a single panel for each profile. The observed Bouguer anomalies are drawn in red. The blue, green, and yellow lines are the residual anomalies computed within increasing distances from the investigated area.

![Figure 8](image)
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Figure 9. Power-law Vs models used to convert resonance frequencies to bedrock depths to build the bedrock depth model used for forward gravity modeling. The red line corresponds to the model in equation 2.

Figure 10. Reduced chi squared ($\chi^2_r$) values obtained for all 90 models, as a function of Vs and density model number. The yellow area, below the horizontal line at $\chi^2_r = 1$, highlights the set of best models which fit the data equally well with respect to the data uncertainty.
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Figure 11. Final gravity model, obtained with density model n. 6 (Figure 10) and Vs model n. 7 (Figure 9, equation 2). Panels a), b), c) and d) show the surface and bedrock geometry along the 4 profiles (located as in Figure 2), relative to the left end of each profile. Panels f), g), h) and i) show the measured and modeled residual anomalies, the latter shown for increasing values of $d_{\text{int}}$.

Figure 12. Final 3D bedrock model of the Bolzano basin obtained with the joint interpretation of resonance frequencies and gravity measurements. The black dashed line outlines the border of the sedimentary basin. Colored shades are used for the buried bedrock morphology and gray shades for the mountains around the basin. The darker blue color corresponds to bedrock depths of about 700 m. Contour lines interval: 100 m.