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S U M M A R Y
The recurrence time of large earthquakes above a predefined magnitude threshold on specific
faults or fault segments is one of the key parameters for the development of long-term
Earthquake Rupture Forecast models. Observational data of successive large earthquakes per
fault segment are often limited and thus inadequate for the construction of robust statistical
models. The physics-based earthquake simulators are a powerful tool to overcome recurrence
data limitations by generating long earthquake records. A physics-based simulator, embodying
well known physical processes, is applied in the North Aegean Trough (NAT) Fault Zone
(Greece). The application of the simulation is implemented, after defining a five segment
source model, aiming at the investigation of the recurrence behaviour of earthquakes with Mw

≥ 6.5 and Mw ≥ 7.0. The detailed examination of the 544 Mw ≥ 6.5 earthquakes included in the
simulated catalogue reveals that both single and multiple segmented ruptures can be realized
along the NAT. Results of statistical analysis of the interevent times of Mw ≥ 6.5 and Mw ≥ 7.0
earthquakes per participating segment to the related ruptures indicate the better performance
of the Brownian Passage Time renewal model in comparison to exponential model. These
results provide evidence for quasi-periodic recurrence behaviour, agreeing with the elastic
rebound theory, instead of Poissonian behaviour.

Key words: Numerical modelling; Earthquake interaction, forecasting and prediction; Seis-
micity and tectonics; Statistical seismology.

1 I N T RO D U C T I O N

The development of fault-based large earthquake recurrence models
is an indispensable component of earthquake occurrence probabil-
ity estimates for seismic hazard assessment. These models returns
the likelihood of the occurrence of large earthquakes above a given
magnitude threshold (e.g. M ≥ 6.5) in a specified time span resulting
in Earthquake Rupture Forecasts (ERF). The frequency–magnitude
distribution (FMD) of earthquakes on specific fault segments is also
a widely used approach to analyse the related seismic activity. A
wide class of models are those studying the statistical behaviour of
large earthquakes occurrences per fault segment. The key parameter
of these models is the recurrence time of large earthquakes above
a predefined magnitude threshold, associated with specific faults or
fault segments in a study area. These earthquakes might be consid-
ered as characteristic earthquakes (Schwartz & Coppersmith 1984)
in most of the cases. They get similar magnitudes near maximum for
a given fault segment, are capable of rupturing the entire or most of
the fault segment area, and have similar slip distributions. Either the

memoryless Poisson model or a certain renewal one, that considers
the occurrence times between consecutive earthquakes in the pro-
cess, can be applied in the recurrence modelling. The latter model
represents an elastic rebound motivated forecast (e.g. Rhoades et al.
2011 in New Zealand; Field 2015 in California; Valentini et al. 2019
in central Italy), in accordance with Reid’s theory (Reid 1911) of
seismic circle’s stress built mechanism, which describes the ideal
case of the large earthquakes temporal occurrence pattern of pure
periodic behaviour.

The large earthquake recurrence times in specific fault zones are
not regular but exhibit short- and long-term clustering (Kagan &
Jackson 1991; Dieterich 1994). This is explained by physical pro-
cesses, such as fault heterogeneity (Scholz 2002), occurrence of
lower magnitude earthquakes that take up a part a sufficient amount
of the accumulated strain and the interactions among fault segments
due to the permanent and temporal stress changes (Stein et al. 1997;
Hardebeck 2004). These are potential factors to influence the re-
currence times by moving a fault towards or away from failure.
This complexity implies that the recurrence time should be treated
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with probabilistic models, rather than with deterministic ones (e.g.
Mangira et al. 2019). The identification of as many as possible
large earthquakes being associated with individual fault segments
is required for a precise and robust modelling of the recurrence
time applications along with the selection of the appropriate statis-
tical model. These data set could include a variety of information
coming from historical and instrumental earthquake catalogues and
palaeoseismological observations.

Observational data are limited because of the long recurrence
times of large earthquakes in a given fault segment and the short-
age of earthquake catalogues. There are often available from 3 to
10 observations, resulting in large uncertainties on the recurrence
parameter estimation (Ellsworth et al. 1999). Cases with recurrence
times more than 10, above which the parameters estimates could be
more robust, are rare. A special case in which the current known
maximum number of a complete record of consecutive large earth-
quakes (Mw ≥ 8.0) is reported is the Alpine Fault in New Zealand,
containing 22 events (Berryman et al. 2012). This number is lat-
ter updated to 24 events by Biasi et al. (2015). Consequently, the
probabilistic models are hard to be constrained and the discrim-
ination among them is difficult. Specifically, a number of about
50 interevent time samples, as proposed by Matthwes et al. (2002),
is required for robust selection among the candidate statistical mod-
els. The use of independent data sets such as palaeoseismic event
dating (Biasi et al. 2002, 2015), slip per event constraints (Ogata
2002) and Bayesian methods (Nomura et al. 2011; Fitzenz 2018)
are important additional alternatives in order to refine the parameter
space of the models and also to compare their performance (Fitzenz
& Nyst 2015).

The development of earthquake simulators is a powerful tool to
overcome the aforementioned difficulties and limitations. Physics-
based simulators applications could provide information about
earthquake occurrence combining approximations of the known
physics concerning stress transfer, frictional properties, fault ge-
ometry and kinematics. Starting from Rundle (1988), Robinson
& Benites (1996) and Ward (2000), the concept of physics-based
simulators has grown and several algorithms have been proposed
(e.g. Richards-Dinger & Dieterich 2012; Sachs et al. 2012; Ward
2012; Schultz et al. 2017) and applied in California (Tullis 2012)
and other regions worldwide such as New Zealand (Robinson et al.
2011; Christophersen et al. 2017). This concept has become pop-
ular over the years due to its ability to model and reproduce long
earthquake occurrence records (e.g. lasting thousands or millions
of years) with the final output of a simulated catalogue containing
much more events than a real catalogue. These simulated catalogues
attain many potential applications, in addition to the investigation
of the earthquake recurrence behaviour, such as the study of the
FMD on individual faults (Parsons et al. 2018), the calculation of
short-term, time-dependent probabilities and testing and validation
of scaling relationships as discussed in Field (2019).

Following this concept, Console et al. (2015) developed a
physics-based simulator algorithm by modelling rupture growth and
considering the long-term slip rates of the involved fault segments.
This algorithm was firstly applied to simulate the seismic activity of
the Corinth Gulf fault system in Greece, concluding in satisfactory
results on the magnitude distribution of the simulated catalogue,
adequately consistent with the observations and the realistic space
time behaviour of the simulated seismicity (e.g. clustering of strong
earthquakes and aftershock generation). Over the years, the simu-
lation algorithm underwent an evolutionary improvement with the
incorporation of additional parameters for the identification of suc-
cessive ruptures (Console et al. 2017) and the inclusion of afterslip,

treated by a decaying Omori-like power law (Console et al. 2018a).
These improved versions were successfully applied to simulate the
seismicity of Calabria (Console et al. 2017, 2018b) and the Cen-
tral Apennines (Console et al. 2018a) in Italy. In both applications
the simulated seismicity resembled the spatiotemporal features of
the observed seismicity, including fault segments interactions and
realistic and FMD, which are consistent with the observational cat-
alogue.

In this study, a improved version of the simulation algorithm
is applied, embodying in the physical processes the effect of the
Rate and State Constitutive law proposed by Dieterich (1994), that
contributes to the approximation of stress transfer and fault interac-
tion at short timescales. This version has been already successfully
applied in Central Italy (Console et al. 2020) and Central Ionian
Islands in Greece (Mangira et al. 2020).

The major fault segments of North Aegean Trough Fault Zone
(NATFZ) are modelled, for the investigation of their large earth-
quakes recurrence behaviour via the application and performance
comparison of the Poisson model and the Brownian Passage Time
(BPT) renewal model. NATFZ consists the dextral strike-slip active
boundary between Eurasian Plate and Aegean microplate, moving
at a relative motion of about 24 mm yr–1 (McClusky et al. 2000).
Intense seismic activity is the result of this relatively fast motion,
with frequent large earthquakes (Mw ≥ 6.5) reported in both histori-
cal and instrumental catalogues. Their temporal occurrence pattern
can be explained by triggering due to the stress transfer among the
neighbouring major fault segments (Papadimitriou & Sykes 2001).
These facts render the study area a particularly favourable and inter-
esting case for applying a simulator algorithm and testing recurrence
time models.

2 S E I S M O T E C T O N I C S E T T I N G A N D
D E F I N I T I O N O F FAU LT M O D E L

The driving mechanism of the active deformation in the Aegean
region is the subduction of the oceanic lithosphere of Eastern
Mediterranean under the continental Aegean microplate, forming
the Hellenic Subduction Zone and the extensional back arc Aegean
area (Fig. 1). The North Aegean Trough (NAT) (marked by the
box in Fig. 1) consists the northern boundary of the Aegean mi-
croplate, first proposed by Papazachos et al. (1998) and further
studied by many researchers (e.g. Kahveci et al. 2019). NAT is
the westward prolongation of the North Anatolian Fault (NAF)
into the Aegean Sea (Le Pichon et al. 1987; Armijo et al. 1999;
Kreemer et al. 2004). Long-term slip rates vary from 22.5 mm yr–1

in the easternmost part of the NAT Fault Zone (NATFZ) to
4.9 mm yr–1 in the westernmost part, as derived from GPS mea-
surements (McClusky et al. 2000; Floyd et al. 2010; Muller et al.
2013). This motion is mostly expressed by dextral strike slip fault-
ing, which is supported by the available fault plane solutions
(Fig. 2).

NATFZ is among the most active areas of the Aegean region with
four large (Mw ≥ 6.5) destructive earthquakes since 1970 occurring
along neighbouring fault segments (Fig. 2). The activity of this
period (1970–2020) encompasses enough instrumental earthquakes
that allow an initial accurate quantitative analysis in terms of the
estimation of the seismic parameters α and b, after the definition of
the completeness magnitude, Mc. The FMD could provide an initial
insight on the characteristic magnitude threshold from its deviations
from the Gutenberg-Richter law in larger magnitudes. This latter
issue must be confirmed by additional criteria, such as the expected
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Figure 1. Main seismotectonic properties of the broader Aegean area along with the relative plate motions representing by the arrows, either side of the active
boundaries depicted by the thick lines. The study area is denoted with a rectangular box.

Figure 2. Seismicity of the North Aegean Trough Fault Zone (NATFZ; solid black line) since 1970. The small and moderate circles depict the 4.1 ≤ Mw < 5.0
and 5.0 ≤ Mw < 6.0 earthquakes, respectively. Moderate starts depict 6.0 ≤ Mw < 7.0 earthquakes, whereas the large star the Mw ≥ 7.0 event. The available
Mw ≥ 5.0 fault plane solutions from Global Centroid Moment Tensor (GCMT; except for the 1975 Mw = 6.6 and the 1982 Mw = 7.0 earthquakes taken from
Taymaz et al. (1991) and the 1983 Mw = 6.8 earthquake taken from Kiratzi et al. 1991) are plotted as equal area lower hemisphere projections. Parallel arrows
represent the dextral strike-slip motion.

maximum magnitude (Mmax) for each fault segment using scaling
relations, for the definition of the characteristic magnitude.

The definition of Mc during 1970–2020 is investigated with the
application of the Goodness of Fit method (GFT; Wiemer & Wyss
2000), considering the 90 per cent confidence level of residuals.
The data used are taken from the regional catalogue of the Geo-
physics Department of the Aristotle University of Thessaloniki
(1981; http:/geophysics.geo.auth.gr/ss) compiled with the record-
ing of the Hellenic Unified Seismological Network (HUSN). The

Mc is found to be equal to Mc = 4.1 (Fig. 3) and in agreement with
Leptokaropoulos et al. (2012). The maximum likelihood estimate
of b-value is equal to b = 1.26 and parameter α (annual) equals to
α = 7.85. These results show a deficit of moderate earthquakes (4.8
≤ Mw ≤ 5.1 and 5.0 ≤ Mw < 6.0) and the absence of earthquakes
ranging between 6.0 ≤ Mw ≤ 6.5, which is an initial index of the
magnitude threshold of large earthquakes occurrence in the study
area, and later on this could support the selection of the character-
istic earthquake magnitude.
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Figure 3. Incremental (squares) and cumulative (circles) number of the
earthquakes versus magnitude (Mw) for the period 1970–2020. Straight red
line represents the G-R law fit of frequency–magnitude distribution (FMD)
using the the Goodness of Fit method.

Table 1. Focal parameters of the Mw ≥ 6.5 large earthquakes occurred in
North Aegean Trough Fault Zone (NATFZ) since 1845.

Date Epicentral coordinates Mw (σMw) Ref.
(yyyy-mm-dd) Latitude Longitude

1859-08-21 40.30 26.00 6.9 (±0.3) 1
1864-06-14 40.30 25.00 7.3 (±0.3) 1
1887-05-14 40.10 25.20 7.0 (±0.3) 1
1893-02-09 40.49 25.53 6.8 (±0.3) 1,2
1905-11-08 40.00 24.50 7.5 (±0.3) 1
1912-08-08 40.62 26.88 7.4 (±0.3) 1,3
1912-09-13 40.10 26.20 6.7 (±0.3) 1
1975-03-27 40.40 26.10 6.6 (±0.2) 4,5
1982-01-18 39.78 25.50 7.0 (±0.2) 2,5
1983-08-06 40.00 24.70 6.8 (±0.2) 2,6
2014-05-24 40.28 25.37 6.9 (±0.2) 2,7

(1) Papazachos & Papazachou 2000; (2) Ambraseys 2002; (3) Aksoy et al.
2010; (4) geophysics.geo.auth.gr/ss; (5) Taymaz et al. 1991; (6) Kiratzi et al.
1991 and (7) globalcmt.org.

Information on the Mw ≥ 6.5 earthquakes data, both instrumental
and historical, is taken from the catalogue provided by Papazachos
& Papazachou (2000) and the instrumental catalogue, comprising
25 large earthquakes since 1300 AD. The starting date since when
the historical catalogue could be considered as complete, which is
a crucial factor for recurrence modelling, is a still open question.
Kourouklas et al. (2018) used two distinct data samples of Mw ≥
6.5 earthquake interevent times, the first starting in 1300 AD and
the second one in 1600 AD, for investigating the recurrence pat-
tern along the NATFZ fault segments. They found that the differ-
ent assumptions for the starting date significantly affect the results
related with the best performed recurrence models and the occur-
rence probabilities of future events. For this reason, in this study the
complete Mw ≥ 6.5 data sample starts in 1845 (following Papaza-
chos & Papazachou 2000) and includes 11 earthquakes (Table 1) is
adopted. The earthquake magnitudes of the historical catalogue, are

expressed in equivalent moment magnitude scale based on relations
proposed by Papazachos et al. (1997a) with an uncertainty equal to
0.3 (σMw hist = ±0.3), slightly larger than the magnitude estimation
uncertainty in the instrumental period (σMw inst = ±0.2).

NATFZ continuously attracts the research interest and thus de-
tailed geological, morphotectonic, geodetic, seismic reflection and
precise seismological data are available. Combining all available
information Kourouklas et al. (2018) proposed a model with five
right-lateral adjacent strike slip fault segments onto which the stress
is mainly accumulated and released, all of them associated with Mw

≥ 6.5 earthquakes (Fig. 4). The westernmost termination of NAT,
which is not associated with any known Mw ≥ 6.5 earthquake, and
exhibits a slip rate of 4.9 mm yr–1 (Muller et al. 2013), the lowest
in the study area, is excluded from the analysis.

The proposed fault model for NATFZ consists of discrete and
independent fault segments, without any overlapping. The current
model is completely different than the UCERF3 (Field et al. 2014,
2015) relaxing segmentation approach, which is a mathematical
discretization of major faults into subsections. The current ap-
proach is implemented by assuming the standard source charac-
terizations of independent ruptured segments with fixed or multiple
endpoints based on palaeoseismological data to show differences
in rupture timing (Schwartz 2018). The major difference among
the proposed model and the standard source characterization is that
our study area is offshore and consequently palaeoseismological
data or geological field survey results (e.g. Yang et al. 2020) are
not available. However, the available information allows the defini-
tion of individual fault segments, based on structural and geometric
criteria.

The first element of the current fault model definition is based
on the precise swath bathymetry data and single channel seismic
profiles provided by Papanikolaou et al. (2002) and Sakellariou
et al. (2016). They have shown that two major basins, namely the
North Aegean Basin to the west with a strike of its major axis equal
to N42◦E and the Saros Basin to the east with a relevant strike of
N70◦E, exist along NATFZ. These two wide basins are separated
by a turning point northwest of the Lemnos Island (Fig. 4). Both
the North Aegean and Saros basins can be later separated into two
sub-basins, interpreting the swath bathymetry data seismic profiles
of the aforementioned studies and seismic reflection data of Yaltirak
& Alpar (2002) and McNeil et al. (2004). These findings evidence
the potential existence of four fault segments, two in each major
basin.

Advantageous for further identification of the four individual
fault segments is the relatively recent occurrence of four large (Mw ≥
6.5) earthquakes (1975 Mw = 6.6, 1982 Mw = 7.0, 1983 Mw = 6.8
and 2014 Mw = 6.9). Their epicentres and focal mechanisms are
in agreement with the formation and position of the sub-basins for
both North Aegean and Saros basins.

Specifically, the 1982 Mw = 7.0 and 1983 Mw = 6.8 earthquakes
are located in the southern margin of North Aegean basin, and
their focal mechanisms (Taymaz et al. 1991 and Kiratzi et al. 1991,
respectively) suggested a slightly change in strike, following the
trend of the southern boundary of North Aegean basin. A sufficient
fit among the dip direction (NW) shown by the fault plane solu-
tions and the dip of the southern margin of North Aegean basin
is also observed. Similarly, the 1975 Mw = 6.6 and 2014 Mw =
6.9 earthquakes occurred in the northern boundary of Saros basin
and their focal planes as obtained from the respective focal mech-
anisms (Taymaz et al. 1991 and globalcmt.org, respectively) again
follow the strike and dip changes of the corresponding sub-basins
(Table 2).
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Figure 4. The fault segments model considered for the North Aegean Fault Zone. Thick lines represent each of the Glafki Bank (GBFS), offshore Athos
(OAFS), Samotrhaki (SIFS), Saros (SFS) and Ganos (GFS) fault segments. Stars depict the Mw ≥ 6.5 earthquakes since 1845 in association with their
corresponding fault segment taken from Kourouklas et al. (2018).

Table 2. Parameters of the fault model for North Aegean Trough Fault Zone along with the maximum expected magnitude, Mmax, obtained from scaling
relations of Wells & Coppersmith (1994) and Papazachos et al. (2004) for strike slip faults. The thickness of the seismogenic layer is equal to 12 km for the
entire the Fault Zone, with earthquake focal depths ranging between 3 and 15 km.

Fault segment
code name

Upper left edge of
segment ϕ (◦) δ (◦) λ (◦) L (km) W (km) Slip rate (mm yr–1)

Maximum expected
magnitude, Mmax

Lat (◦) Lon (◦) Geodetic Seismic
W&C1

(±1σ ) Pap2 (±1σ )

Glafki Bank 39.756 24.000 233 62 –173 48 14 12.5 7.5 7.0 (6.8,7.2) 6.7 (6.4,6.9)
Offshore Athos 39.390 24.530 228 89 –168 47 12 12.5 7.5 7.0 (6.8,7.2) 6.7 (6.4,6.9)
Samothraki 40.200 25.000 73 85 –177 60 14 21.2 13.0 7.1 (6.9,7.3) 6.9 (6.7,7.1)
Saros 40.380 25.700 68 55 –145 50 15 21.2 13.0 7.0 (6.8,7.2) 6.7 (±1σ )
Ganos 40.800 27.500 246 75 180 110 15 22.5 13.5 7.5 (7.3,7.7) 7.5 (7.3,7.7)

1Wells & Coppersmith (1994); 2Papazachos et al. (2004).

In summary and starting from the west end of our study area, the
Glafki bank and offshore Athos segments, exhibit NE–SW strike
(233◦ and 228◦, respectively), NW dip angles equal to 62◦ and 89◦,
respectively (Taymaz et al. 1991; Kiratzi et al. 1991) and extent
about 48 and 47 km, respectively, in again agreement with the
data provided by Papanikolaou et al. (2002, 2006). In the central
part, the Samothraki and Saros fault segments are located, with
an almost E–W strike and S–SE dip direction (Table 2; Taymaz
et al. 1991; globalcmt.org) with lengths of about 60 and 50 km,
respectively (Yaltirak & Alpar 2002; McNeil et al. 2004). These
four fault segments constitute the main part of the NATFZ. The fifth
segment of the NATFZ, namely the Ganos segment, is a well studied
segment with a length of 110 km, a WSW–ENE strike and SE dip
direction, being the western termination of the northern branch of
North Anatolian Fault (Armijo et al. 1999, 2002; Ambraseys &
Jackson 2000; Aksoy et al. 2010).

The fault segments are considered as rectangular planar finite
sources. The thickness of the seismogenic layer is taken equal to
12 km, after considering accurately relocated earthquakes with focal
depths ranging between 3 and 15 km (Hatzfeld et al. 1999, among
others). The correspondence of each earthquake listed in Table 1 to
specific fault segments by Kourouklas et al. (2018) is based on the
analysis and revision of the available macroseismic data and damage
reports contained in historical sources (Papazachos & Papazachos
2000; Ambraseys 2009).

It should be mentioned that a more simplified segmentation model
was considered by Kourouklas et al. (2016) for studying the statis-
tical properties of the Mw ≥ 6.5 along NATFZ. Specifically, a three
segment model with only two large segments composing the en-
tire North Aegean and Saros basins, separated by the turning point
northwest of the Lemnos Island (Fig. 4), and the individual Ganos
fault segment. Their statistical analysis has shown earthquakes clus-
tering in time. In contrast, the best performed model for the Ganos
fault segment was the Inverse Gaussian one, which is an alternative
formulation of the BPT model, implying quasi-periodic recurrence
behaviour.

This clustering behaviour for both the North Aegean and Saros
basins, as evidenced by the occurrence of large earthquakes close
in space and time (e.g. the 1982 Mw= 7.0 and 1983 Mw= 6.8)
is more likely to be explained by stress transfer among neigh-
bouring fault segments rather than by different ruptured patches
of a large enough single fault segment. This argument is also
favoured from independent studies such as by Papadimitriou
& Sykes (2001), who studied the evolution of stress in North
Aegean Sea area. Summarizing, the advantage of the recent oc-
currence of large earthquakes along NAT in combination with
high precision available structural data, along with the results
of the early stage statistical analysis of the Mw ≥ 6.5, synthe-
size the factors that led us to conclude in a five fault segments
model.
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The maximum expected magnitude, Mmax, for each fault segment
is calculated from the fault segments length via the application of
the scaling relations of Wells & Coppersmith (1994) and Papaza-
chos et al. (2004) for strike-slip faults, aiming at the examination
of the consistency between the Mw ≥ 6.5 earthquakes and their as-
sociated faults, assuming independent rupture segments. Maximum
magnitude values estimated by the first relation are slightly higher
than those derived from the second one, for the Glafki Bank, off-
shore Athos, Samothraki and Saros segments and exactly the same
for Ganos segment (Table 2). The values obtained from Wells &
Coppersmith (1994) relation are consistent with the observed mag-
nitudes of the Mw ≥ 6.5 earthquakes in all segments except for
the historical Mw ≥ 7.0 assigned to the offshore Athos segment,
which likely corresponds to either multiple segment ruptures or
possibly overestimated. These estimates support our fault model
definition.

The amount of the strike-slip motion varies considerably from the
easternmost to the westernmost segments of the NAT Fault Zone.
Slip rates progressively decrease from 22.5 mm yr–1 in the eastern
part (Ganos segment), to 21.2 mm yr–1 in the central part (Saros and
Samothraki fault segments). The decrease is more dramatic in the
western part of NATFZ (offshore Athos and Glafki Bank segments),
where it decreases to 12.5 mm yr–1 (Muller et al. 2013). Jenny et al.
(2004) compared the short- and long-term seismic moment rates
with the long-term geodetic moment rates and concluded that the
tectonic deformation of NATFZ is not fully coupled but involves
an aseismic creep component. Specifically, their results showed that
only 60 per cent of the geodetically determined tectonic deformation
(average value of the ratio of the observed seismic and tectonic
moment rates) is translated into seismic activity along the NATFZ.
All the aforementioned data and parameters are taken into account
in the construction of our fault model, which is the core input of the
simulation procedure, and are summarized in Table 2.

3 S I M U L AT I O N P RO C E D U R E

The simulation algorithm was introduced and continuously devel-
oped by Console et al. (2015, 2017, 2018a, 2020). In this section,
a brief outline is presented, including the main features along with
the improvement of the current version. The simulator algorithm
comprises several physical constraints, as the geometry and the
long-term slip rates of each segment of the 3-D fault model, which
achieve a self-organized magnitude distribution. Each fault segment
is modelled as a rectangular planar source, onto which a normal
grid of square cells is superimposed. The slip rate is distributed
uniformly through the cells and could vary from one segment to the
other. Each cell is initially assigned with a stress value arising from
a random distribution, which then increases with time due to the
continuous tectonic loading in terms of a backslip model. In a pre-
vious version of the simulator code, a rupture could start when the
stress reached a value that exceeded the strength of a specific cell
and then to expand to the neighbouring cells in a dynamic process. It
is clarified that the simulation approach is only associated with the
seismic part of deformation, without considering possible aseismic
creep rate. Additionally, possible not fully coupled regions (cou-
pling coefficient values less than the unity) could be considered by
reducing the geodetic slip rate values that were initially assigned to
the modelled fault segments, after taking into account the coupling
ratio.

The main improvement of the present version of simulator is
the inclusion of a new earthquake nucleation component, leading

to a probabilistic mode of nucleation (Console et al. 2020). This
is achieved by the contribution of the Rate and State Constitutive
Law (Dieterich 1994), which operates a step before the nucleation
process and controls the nucleation time of an earthquake. The
seismicity rate, R, in each cell is calculated by:

R = r[
exp

(−�CFF
Aσ

) − 1
]

exp
(
− �t

γ0Aσ

)
+ 1

, (1)

where r is the reference seismicity nucleation rate of each cell
(defined as the seismicity rate R when �CFF = 0), �CFF is the
Coulomb Stress Change due to the coseismic slip of previous earth-
quakes, σ is the constitutive parameter expressing the response of
the friction to a stress step change in a slip change (Toda & Stein
2003), where is a dimensionless fault constitutive parameter and σ

the normal stress (Toda et al. 1998), �t is the time elapsed since the
stress change on a given cell and γ 0 is the inverse of the reference
tectonic stressing rate, τ̇r , ( γ0 = 1

τ̇r
). The reference seismicity rate

adopted in the simulation, is obtained by dividing the slip rate of
each fault segment in the model by the slip pertaining to an event
of average magnitude, assuming a GR magnitude distribution with
b = 1, for events with magnitude exceeding the adopted threshold.
Coulomb Stress Changes are computed by the equation:

�CFF = �τ + μ′�σn, (2)

where �τ is the shear stress change in the slip direction, �σ n

is the normal stress change, positive for extension normal to the
observational fault plane and μ’ is the apparent coefficient of friction
(Rice 1992).

Setting an initial value of �t in equation (1) the expected number
N of earthquakes in this time interval is estimated for all cells from
the occurrence rate of equation (1). The probability of at least one
event occurring in the �t is given by 1 – exp(–N), based on a Poisson
distribution. If at least one cell exists where this probability exceeds
a random number between 0 and 1, then the nucleation starts. If this
is not the case, the probability is again computed for an increased
value of �t, and continues until a nucleation is implemented.

When nucleation begins, the strength of neighbouring cells is
reduced according to a constant value multiplied by the square
root of the number of the initially ruptured cells, resembling a
weakening mechanism and promoting the growth of the rupture.
The length expansion of each rupture is limited by a given number
of times the width of the fault segment, prohibiting the rupture
propagation in long distances. Rupture growth and termination are
controlled by the inclusion of two free parameters in the algorithm,
namely the strength reduction (S–R) coefficient, which refers to
the fault weakening and the aspect ratio (A–R), which discourages
the rupture propagation over long distances, operating in similar
way as the dynamic triggering factor applied by Yikilmaz et al.
(2010).

During the coseismic stage of the process, the stress decreases
by a constant stress drop, �p, value (e.g. �p = 3 MPa) in every
cell that participates in the rupture, whereas in the surrounding
cells the stress changes according to the �CFF (Eq. 2) calculated
onto each cell. A given cell can rupture more than once in the
same earthquake. This happens when a cell in the initial stage of a
large earthquake ruptures with a constant stress drop but not with
a large amount of slip. Then, as the rupture grows, the neighbour-
ing ruptured cells transfer positive Coulomb stress changes to the
initially ruptured cells, recharging and reenforcing them to exceed
the strength threshold once again, because this latter strength was
decreased as the rupture area expands.
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A rupture terminates when inside the activated area there are
no more cells with stress exceeding their strength. Coulomb stress
changes also contribute to the interactions among the causative
and receiving segments, allowing the rupture expansion to neigh-
bouring fault segments, which are located within a distance limit
(e.g. 5 km). This feature of the algorithm represents the abil-
ity of fault interactions to possibly produce fault linkage and
coalescence phenomena resulting in large earthquakes due to
the simultaneous rupture of more than one segments (Scholz
2002).

4 A P P L I C AT I O N O F T H E S I M U L AT O R

The application considered each fault segment as rectangular planar
source, consisting of 0.75 × 0.75 km square cells, with their param-
eters shown in Table 2. The minimum magnitude generated by the
simulator is selected equal to 4.0 (Mw = 4.0), which corresponds to
a two cells rupture. The values of rigidity, μ, and stress drop, �p, are
taken equal to 30 GPa and 3 MPa, respectively. Since the simulator
considers the seismic part of deformation, the 60 per cent of the
geodetically estimated slip rate is assumed to release coseismically,
as derived from the average estimates of the coupling ratio for the
study area calculated by Jenny et al. (2004). This percentage is also
in agreement with Davis et al. (1997) who suggested this value for
the Greek territory. Additionally, the historical event-based annual
slip rate for the study area computed by Bulut et al. (2008), equal
to 13 mm yr–1, again agrees with the 60 per cent seismic contribu-
tion in the total slip rate. It is worth to mention here that additional
applications of the simulation approach were tried by increasing
the seismic part of the geodetically measured slip rate up to the 80
and 100 per cent, for the sake of comparison. The results evidence
significant differences between the simulated and the observed oc-
currence rates of earthquakes with Mw ≥ 6.5, a result that supports
our choice. In summary, the used percentage of the geodetic slip
rate, according to the values of coupling ratio calculated by Jenny
et al. (2004), harmonizes the locked area percentage with the slip
rate percentage, like an integration of the fault patches over the
entire fault area. The simulation results that detect cells with higher
stress budget than their neighbouring ones, provides a kind of such
approximation.

The product Aσ of the Rate and State law, the S–R coefficient and
the A–R, which are the three free parameters of the algorithm, must
be specified before the simulation application. A wide range of Aσ

values are proposed in previous studies. Harris (1998) and Harris &
Simpson (1998) reported values ranging from 0.0012 to 0.6 MPa,
as obtained from different earthquake sequences. Leptokaropoulos
et al. (2012) studied the seismicity rate changes in the North Aegean
Sea area using values of Aσ ranging between 0.0125 and 0.05 MPa,
and especially, for the NATFZ between 0.04 and 0.05 MPa. Since
the value of the product Aσ is not fixed, a range from 0.04 to
0.07 MPa with a step of 0.01 MPa was tested in this study (Aσ =
[0.04 MPa–0.07 MPa] ).

The fault weakening mechanism is rather uncertain, because the
relevant knowledge is based not on straight forward observations
(e.g. past seismicity). Since it is a crucial factor of the simulator
procedure, a range of S–R values are also tested in the simulation,
starting from a value equal to 0.1, which represents strong faults, and
with a step of 0.1 up to the value of 0.4, which implies enhanced
weakening (S–R = [0.1–0.4]). The value of the third parameter,
A–R, is assigned after testing values equal to 7 and 10. These val-
ues denote rather elongated seismogenic sources, concordant for

Table 3. Values of the input parameters (σ , S–R and A–R) for each simulated
catalogue and the corresponding p-values of the two sample Kolmogorov–
Smirnov (KS2) and Wilcoxon Rank–Sum (WR–S) tests at 0.05 level of
significance (α = 0.05) of the simulated versus observed annual occurrence
rates.

Simulation # σ (MPa) S–R A–R p-Value

KS2 WR-S

01 0.04 0.1 7 0.709 0.622
02 0.2 0.693 0.444
03 0.3 0.898 0.699
04 0.4 0.989 0.994
05 0.1 10 0.760 0.819
06 0.2 0.760 0.762
07 0.3 0.936 0.982
08 0.4 0.936 0.701
09 0.05 0.1 7 0.639 0.444
10 0.2 0.693 0.490
11 0.3 0.898 0.622
12 0.4 0.936 0.784
13 0.1 10 0.686 0.453
14 0.2 0.693 0.559
15 0.3 0.7600 0.959
16 0.4 0.936 0.684
17 0.06 0.1 7 0.427 0.266
18 0.2 0.693 0.471
19 0.3 0.897 0.682
20 0.4 0.999 0.990
21 0.1 10 0.678 0.462
22 0.2 0.760 0.739
23 0.3 0.936 0.133
24 0.4 0.936 0.673
25 0.07 0.1 7 0.468 0.367
26 0.2 0.693 0.471
27 0.3 0.898 0.665
28 0.4 0.989 0.982
29 0.1 10 0.482 0.408
30 0.2 0.760 0.728
31 0.3 0.760 0.958
32 0.4 0.936 0.695

almost pure strike slip faults (A–R = [7 and 10]). Summarizing,
the combination of the values of the three parameters was tested in
the simulator application multiple times. Specifically, 32 different
combinations stemmed from the above-mentioned parameters val-
ues ranges (Table 3), with the duration of each simulation equal to
10 kyr and a warm up period of 2 kyr.

Each triplet of input parameters and upon the specific values, re-
sults in a simulated catalogue with different total number of events,
occurrence rates and maximum magnitude. An example of the in-
fluence of each parameter is shown in Fig. 5. The tested values of
the product σ (keeping constant the values of S–R and A–R) pro-
duce catalogues with almost equal total number of events and the
same maximum magnitudes. The main effect of σ is related with
the occurrence rate of large earthquakes. As the values increase, the
occurrence rate of the larger earthquakes also increases (Fig. 5a).
The influence of the other two free parameters, the S–R and A–R,
was already analysed by Console et al. (2015, 2017, 2018a), and
are also discussed in this study. The S–R coefficient mainly controls
the ratio between the number of small to large events. As clearly
shown in Fig. 5(b), the smallest tested value (S–R = 0.1; denoted by
triangles in Fig. 5b) results in a simulated catalogue with a number
of small to moderate earthquakes 10 times larger when compared
with the catalogue in which the largest tested value (S–R = 0.4;
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2142 C. Kourouklas et al.

Figure 5. Examples of comparison between the frequency–magnitude distribution (FMD) of earthquakes obtained from simulated catalogues lasting 10 kyr,
illustrating the influence of the different values of σ (constant S–R and A–R) (a), S–R (constant σ and A–R) (b) and A–R (constant σ and S–R) (c).

denoted with diamonds in Fig. 5b) are used. Complying with that,
the number of large earthquakes exhibits the inverse proportionality.
The smallest values of S–R produce simulated catalogues with ten
times fewer large events than the largest S–R values. Consequently,
the b-value of a given simulated catalogue is also controlled by
this effect. For example, the maximum likelihood calculation (Aki
1965) of b-values of the catalogues produced with S–R = 0.1 and
S–R = 0.4 are equal to 1.39 (bS-R = 0.1= 1.39) and 0.80 (bS-R = 0.4=
0.80), respectively.

The effect of the A–R value is mainly related with the maximum
magnitude and neither with the total number of events nor with the
b-value of the simulated catalogues. Since the larger the A–R value
the larger the expansion of a rupture will be, the maximum magni-
tude of the catalogue is also larger. Comparing a pair of catalogues
with constant values of σ and S–R and focusing on the influence
of the two different tested values of A–R (e.g. either the triangles
and circles or the squares and diamonds in Fig. 5c) a difference
of 0.1 magnitude bin is reported for the maximum magnitude in
each case (Mmax = 7.3 for A–R = 7 and Mmax = 7.4 for A–R =
10). In both cases of the A–R tested values, the maximum mag-
nitude of the simulated catalogue differs from the observed one,
which equals to 7.5 (Mmax obs = 7.5). This difference may be at-
tributed to the fact that the maximum observed magnitude refers
to an earthquake of the early instrumental era, the 18 November
of 1905 earthquake, whose magnitude might be possibly overesti-
mated.

The assessment of the performance of each simulated catalogue
was accomplished with comparison with observational data. The
comparison is implemented via the application of the two sam-
ple Kolmogorov–Smirnov (KS2, Stephens 1974) and the Wilcoxon
Rank–Sum (WR–S, Wilcoxon 1945; Mann & Whitney 1947) statis-
tical tests at the significance level, α, of 0.05 (α = 0.05; Appendix
A1), between the cumulative annual occurrence rates of each simu-
lated catalogue and an integrated observational catalogue contains
both instrumental and historical earthquakes. The integrated com-
plete catalogue contains events with Mw ≥ 4.5 from 1970, Mw ≥ 5.0
from 1950, Mw ≥ 5.2 from 1911 and Mw ≥ 6.5 from 1845, adopting
the completeness thresholds that were suggested by Papazachos &
Papazachou (2000). The cumulative earthquake number for each
period (Fig. 6) shows that the selected magnitude ranges can be
considered as complete for the Mw ≥ 4.5, Mw ≥ 5.0 and Mw ≥ 5.2,
for the respective periods, while the Mw ≥ 6.5 earthquakes deviates
from the G–R law, indicating the characteristic earthquake pattern,
along with the limited number of 6.0 ≤ Mw ≤ 6.5 earthquakes, for
the period since 1845.

The integrated FMD (Fig. 7) is studied with the Milne & Daven-
port (1969) method of reduction of different completeness period
data sets to a common time window. The estimation of parameters
of α and b is implemented with a least square approach, which is
commonly used in relevant cases (e.g. Papazachos et al. 1997b),
and were found equal to α = 5.65 ± 0.1 (annual value) and b =
0.730 ± 0.03. The least square estimate of the seismic parameters
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Figure 6. Frequency–magnitude distribution (FMD) of earthquakes occurred in NATFZ for four different periods. Straight lines indicate the magnitude range
for which each catalogue considered as complete for the corresponding period.

Figure 7. Frequency–magnitude distribution (FMD) of the integrated observational catalogue obtained with the data reduction method, along with its least
squares fit of G–R law and the corresponding ±1σ confidence bounds.

α and b is preferred, instead of the maximum likelihood method
for different time windows proposed by Weichert (1980), because
it provides more stable results.

Since the completeness magnitude of the integrated observational
catalogue is selected equal to Mc = 4.5, the comparison of annual
rates starts from this magnitude bin until the maximum magnitude
found in each simulated catalogue, excluding the lower magnitude

(4.0 ≤ Mw < 4.5) simulated earthquakes. It is implemented by ap-
plying the tests to the cumulative number of events, Ni, for each
magnitude bin divided by the corresponding period (Ni/period, in
years), under the null hypothesis that the two rates come from the
same population. The applied tests provoke such comparison be-
cause they are non-parametric (distribution free) and they do not
use any estimated parameter from the samples under testing. On
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the other hand, their results must be treated with caution of the
sensitivity before the final decision will be taken.

The results of the two statistical tests are shown in Table 3 and
Fig. 8 in terms of their corresponding p-values, from which it be-
came clear that in all cases their values are quite larger than the
significance level (0.05). More precisely, the p-values of the KS2
test range from 0.472 to 0.999, with 3 out of the 32 values being
larger than 0.98 (p-value > 0.98), showing a good performance with
respect to the observational data. These values are pertaining to the
simulations 04, 20 and 28. Additionally, the ones computed from
the WR–S test fluctuate between 0.133 and 0.994, with 4 picks of
very large values (p-value > 0.98), corresponding to simulations
04, 07, 20 and 28. Combining these results, the best performed sim-
ulated catalogues based on the maximum p-values of both tests are
the catalogues of the simulations 04, 20 and 28. From a statistical
point of view, simulation 20 results in slightly higher p-values than
the others. To overcome the sensitivity of these results, additional
criteria must be applied for the final decision of the best perform-
ing catalogue. These criteria include the comparison among the
b-values and the annual moment rate, of both the observational cat-
alogue and the best performed ones. The b-value of the integrated
observational catalogue is equal to b = 0.73, and for the simula-
tions 04, 20 and 28 equals to 0.81, 0.78 and 0.79, respectively. The
annual moment rate, ṁo, of the observational catalogue is equal to
1.91e+18 Nm yr–1 and those of the simulated catalogues 04, 20 and
28 equals to 1.51e+18, 1.54e+18 and 1.52e+18 Nm yr–1, respec-
tively. The latter results further confirm the statistical test results,
since both the b and ṁo values are the closest to the observed ones,
supporting the simulated catalogue 20 (Fig. 9) as the best perform-
ing one. This catalogue will be used for the earthquake recurrence
analysis.

The best performing simulated catalogue is the one produced with
the parameter values of σ = 0.06 MPa, S–R = 0.4 and A–R = 7,
comprising 32 143 events with Mw ≥ 4.0 and 17 069 with Mw ≥ 4.5
during the 10 kry of the simulation and with the largest magnitude
equal to 7.3 (Mw max = 7.3). Fig. 9 shows the annual occurrence
rates of the simulated catalogue, against the observed occurrence
rates, where only some mismatches appear, mostly for events of
Mw > 6.3. These discrepancies are basically caused by the fact that
most of large events in the observational catalogue belong to the
historical or the early instrumental period, when their magnitudes
are possibly overestimated, increasing their occurrence rates and the
maximum magnitude of the corresponding catalogue. In any case,
the confidence bounds of the integrated observed annual occurrence
rates allow us to accept that the simulated catalogue represents quite
accurately the regional seismicity.

5 L A RG E ( M w ≥ 6 . 5 ) E A RT H Q UA K E S
O C C U R R E N C E A N D R E C U R R E N C E
M O D E L L I N G

The main purpose of the simulation application is the study of the
recurrence behaviour of large events in each one of the five segments
of NATFZ, for which a couple of criteria must be specified. First, the
minimum magnitude threshold above which the large earthquakes
will be considered as characteristic, is adopted to be equal to 6.5
(Mthr I ≥ 6.5), corresponding to a group of 670 ruptured cells.
This threshold magnitude is selected to conform with the observed
large events that occurred per segment (Fig. 4) and their magnitude
uncertainties along with their fault dimensions (L, W). Since, is
very likely that the resulting ruptures will be much larger than the

sum of 670 cells, according to the geometrical properties of some
segments (e.g. the fault dimensions of Ganos segment; Table 2) and
the ability of the algorithm to allow fault interactions, an additional
magnitude threshold equal to 7.0 (Mthr II ≥ 7.0) corresponding to at
least 2436 ruptured cells, is also considered. Then, the contribution
of each segment to a single earthquake must be specified. Every
earthquake that satisfies the first criterion is initially assigned to
the segment where the nucleation starts. The same earthquake is
also assigned to more segments, if the number of ruptured cells of
another segment are at least the 75 per cent of the total number of
its cells (in other words the rupture covers more than the 75 per
cent of the segment’s area) or if they exceed the minimum number
of cells as previously defined, according to the magnitude threshold
(670 and 2436 ruptured cells for the Mthr I ≥ 6.5 and Mthr II ≥ 7.0,
respectively).

Considering the aforementioned criteria a detailed analysis
of the ruptures of Mthr I ≥ 6.5 and Mthr II ≥ 7.0 earthquakes was
carried out. Starting from the first magnitude threshold, 544 rup-
tures in total are produced in the simulated catalogue with oc-
currence rate equal to 0.054 earthquakes per year. Out of these,
the 60 per cent of simulated earthquakes (322 earthquakes) are
associated to single segment ruptures and the 40 per cent (213
earthquakes) with multisegmented ruptures. The latter number of
ruptures can be separated into 69 pairs of simultaneously failed
segments, 23 triple ruptures and a unique case where 4 out of 5
segments ruptured simultaneously. Counting each kind of ruptures
per segment (Fig. 10a) some interesting features are observed. The
Glafki bank segment is the only one that ruptured individually in the
entire simulated catalogue, most probably due to its strike difference
with the other four segments, and with Mmax= 6.7 (Table 4). The
other four segments (offshore Athos, Samothraki, Saros and Ganos)
participate in both single and multiple ruptures with Mmax ≥ 7.0
(Table 4).

When the second magnitude threshold is considered, the total
number of ruptures is significantly reduced, with only 192 rup-
tures associated with Mthr II ≥ 7.0 earthquakes, during the 10 kyr of
the simulation (0.019 earthquakes per year). The majority of these
(63 per cent; 121 out of the 192 ruptures) are referred to multi-
ple segmented ruptures (Fig. 10b). More specifically, the offshore
Athos segment results in Mw ≥ 7.0 earthquakes only in multiple
ruptures, while Samothraki and Saros segments are ruptured indi-
vidually only in one case. The Ganos segment is the only one where
the Mw ≥ 7.0 earthquakes are related to a large number of indi-
vidual ruptures (37 single and 51 multiple ruptures, respectively;
Table 4).

Focusing on the multiple ruptures per segment, it is found that
offshore Athos participates in multiple ruptures 4 out of the total
34 times, resulting in 6.5 ≤ Mw < 7.0 earthquakes, whereas Samoth-
raki has ruptured 41 times out of the total 81 times in the same mag-
nitude range. On the other hand, the multiple ruptures of Saros and
Ganos fault segments are mainly related to Mw ≥ 7.0 earthquakes.

One more interesting observation in the simulated catalogue is
the combination of the fault segments that participate in the multi-
ple ruptures (an illustrated example of these combinations is shown
in Fig. 11 for the first 2 kyr of the simulation). Table 5 shows all
combinations that are found in the catalogue. The main pattern
of these ruptures, even if they are 2- or 3-segment multiple rup-
tures, is that the neighbour fault segments are activated, as expected
from the stress transfer triggering. Nevertheless, there are some
extraordinary cases where the simultaneously failed segments are
not adjacent. For example, the offshore Athos and Saros segments
rupture together four times, without inclusion of the Samothraki
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Figure 8. Calculated p-values of the two sample Kolmogorov–Smirnov (solid stems) and the Wilcoxon Rank–Sum (dashed stems) tests for the 32 simulated
catalogues at 0.05 significance level (α = 0.05).

Figure 9. Annual occurrence rates of the observational integrated (since 1845) and the best performing simulated (Simulation 20; σ = 0.06 MPa, S–R = 0.4,
A–R = 7; 10 kry) catalogues.

segment. In these cases, the fault segments not assigned in the mul-
tiple rupture are also participating in these ruptures, but with a
smaller number of cells than the selected threshold number of cells
for the characteristic earthquakes (e.g. with less than 670 cells for
a M = 6.5 earthquake), playing a supportive role in the the rupture
extent.

The earthquake recurrence times of each segment, participating
in ruptures resulting either in Mw ≥ 6.5 or in Mw ≥ 7.0 simulated
earthquakes, were studied by two different approaches. The goal of
these approaches is to assess whether large earthquake occurrence
in each segment is better described by a memoryless Poisson process

or by a renewal process, which complies with the elastic rebound
theory. The Poisson process can be expressed by the exponential
distribution with probability density function (pdf) for interevent
times data t as:

f (tTr ) = 1

Tr
exp

{
− t

Tr

}
, (3)

where Tr is the mean recurrence time in each data sample of large
earthquakes above the magnitude threshold. The cumulative density
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Figure 10. Percentage of both single and multiple ruptures of each segment of NATFZ obtained from the best performed simulated catalogue for both the
Mthr I ≥ 6.5 (a) and Mthr II ≥ 7.0 (b) magnitude thresholds.

Table 4. Summary of the number of single and multiple ruptures for the magnitude thresholds Mthr I ≥ 6.5 (544 ruptures in total) and Mthr II≥7.0 (192 ruprures
in total) for each one of the five fault segments of NATFZ along with their maximum magnitude values obtained from the best performing 10 kyr simulated
catalogue (simulation 20; σ = 0.06 MPa., S–R = 0.4, A–R = 7).

Fault Segment Mthr I ≥ 6.5 Mthr II ≥ 7.0 Mmax

Number of ruptures Number of ruptures

Single Multiple Single Multiple

Glafki Bank 96 - - - 6.8
Offshore Athos 11 25 - 19 7.3
Samothraki 70 61 3 20 7.3
Saros 38 76 19 45 7.3
Ganos 110 57 49 37 7.3

function (cdf) of exponential distribution is then defined as:

F (t) = 1 − exp

{
− t

Tr

}
. (4)

For modelling large earthquake occurrence as a renewal process
the BPT distribution (Matthews et al. 2002) is used. The pdf for
interevent times t according to the BPT model is given by:

f (tTr , α) =
(

Tr

2πα2t3

)1/2

exp

{
− (t − Tr )2

2Trαt

}
, (5)

where Tr is the mean recurrence time and α the aperiodicity, which
can be considered as the analog of the coefficient of variation of the
normal distribution. It represents the level of variability expected
around the long-term mean, Tr, in the model, taking values between
0 to 1 (0 ≤ α ≤ 1) in order to address the physical meaning of the
recurrence of large earthquakes. The cdf of BPT model is given
by:

F (t) = � [u1 (t)] + e2/a2
� [−u2 (t)] , (6)

where �(·) is the cdf of the normal distribution, and u1 and u2 are
defined as follows:

u1 = a−1
[
t1/2Tr

−1/2 − t−1/2Tr
1/2

]
(7)

u2 = a−1
[
t1/2Tr

−1/2 + t−1/2Tr
1/2

]
. (8)

The comparison of the models is made in terms of the Akaike
(Akaike 1974) Information Criterion (AIC; Appendix A2) values
after calculating the corresponding log-likelihood values. The log–
likelihood function of the Poisson process is defined by:

ln L P = (N − 1) ln

(
1

Tr

)
− tN

Tr
, (9)

where N is the number of observations and tN is the occurrence time
of the last event in the data sample, and the log-likelihood function
of the BPT (or any other renewal model) is given by:

ln L B PT =
N−1∑
j=1

ln

{
f (�t ( j))

1 − F (t ≤ �t ( j))

}
− tN

Tr
, (10)

where �t(j) is the interevent time between the jth and the jth+1
events and f(�t) and F(t ≤ �t) are the pdf and cdf of the BPT
distribution, respectively (eqs 5 and 6, respectively). The non para-
metric Anderson–Darling goodness of fit test (AD test; Appendix
2) is further applied, aiming to measure the differences among the
empirical cumulative density function (ecdf) as obtained from each
data set and the cdfs of the BPT and Poisson model (eqs 4 and 6).
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Figure 11. Snapshot of the first 2 kyr temporal distribution of the Mw ≥ 6.5 earthquakes of the best performed simulated catalogue. Dotted and dashed boxes
indicate some of the combinations of the 2 and 3 fault segment ruptures, respectively, while the solid one indicates the unique case of the four segment rupture.

Table 5. Number of 2, 3 and 4 segments multiple ruptures for all the combinations of the participating fault segments of NATFZ.

2-Segments ruptures 3-Segments ruptures 4-Segments ruptures

Fault segments
Number of

ruptures Fault segments
Number of

ruptures Fault segments Number of ruptures

Offshore Athos -
Samothraki

18 Offshore Athos -
Samothraki - Saros

3 Offshore Athos -
Samothraki - Saros - Ganos

1

Offshore Athos - Saros 2 Offshore Athos - Saros -
Ganos

1

Samothraki - Saros 15 Samothraki - Saros - Ganos 22
Samothraki - Ganos 2 Offshore Athos –

Samothraki - Ganos
1

Saros - Ganos 30

Table 6. Statistical parameters (mean recurrence time; Tr, standard deviation; σ and coefficient of variation; Cv) of the five segments of NATFZ as obtained
from the best performing simulated catalogue (simulation 20 in Table 3; σ = 0.06 MPa, S–R = 0.4, A–R = 7) for both the magnitude thresholds adopted for
the recurrence modelling, along with the number of observations (Nobs) of interevent times used in the calculations.

Fault segment Mthr I ≥ 6.5 Mthr II ≥ 7.0
Nobs Tr (yr) σ (yr) Cv Obs. Tr (yr) σ (yr) Cv

Glafki Bank 95 104.64 35.04 0.33 - - - -
Offshore Athos 35 272.34 144.35 0.53 18 520.94 349.39 0.67
Samothraki 130 76.15 29.82 0.39 22 375.54 272.36 0.72
Saros 113 87.88 30.56 0.34 63 154.27 95.86 0.62
Ganos 166 59.60 38.93 0.48 85 116.40 39.31 0.34

As a first step before the application of statistical models, the
mean recurrence time, Tr, of each fault segment along with its stan-
dard deviation (σ ) and the corresponding coefficient of variation
(Cv) are calculated, for both magnitude thresholds wherever it is
possible (Table 6). The mean Tr obtained for the Mthr I ≥ 6.5 simu-
lated earthquakes varies from almost 60 to 272 yr, depending on the

long–term slip rate values of the segments. The Glafki bank and off-
shore Athos segments exhibit the larger values of Tr equal to 104.76
and 272.34 yr, respectively, since their slip rates are the lowest along
NATFZ. The other three segments (Samothraki, Saros and Ganos),
with higher slip rates, are more frequently failed in earthquakes
above the Mthr I. In all these cases, either for larger or intermediate
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Table 7. MLE parameters estimates of the BPT (Tr and α) and exponential (Tr) models, along with their respective 95 per cent confidence intervals for the
five fault segments of NATFZ for both magnitude thresholds adopted for the recurrence modelling.

Fault segment Mthr I ≥ 6.5 Mthr II ≥ 7.0

Exponential model BPT model Exponential model BPT model

Glafki Bank Tr= 104.64 (86.42,129.34) Tr= 104.74 (97.56,111.72)α =
0.34(0.28,0.38)

- -

Offshore Athos Tr= 272.34 (200.62,390.99) Tr= 272.05 (226.11,318.56)α
= 0.51 (0.38,0.64)

Tr= 520.94 (344.50,878.98) Tr= 520.57 (356.98,684.89)α
= 0.68(0.43,0.93)

Samothraki Tr= 76.15 (64.59,91.15) Tr= 76.21(70.42,81.89)α =
0.44 (0.39,0.49)

Tr= 375.55(257.38,599.25) Tr= 376.41 (255.31,495.77)α
= 0.77(0.51,1.00)

Saros Tr= 87.88 (73.69,106.64) Tr= 87.91 (80.12,95.66)α =
0.48 (0.41,0.54)

Tr= 154.27 (122.28,200.76) Tr= 154.35 (134.12,174.42)α
= 0.53(0.43,0.63)

Ganos Tr= 59.60 (51.48,69.82) Tr = 59.59 (52.35,66.86)α =
0.80 (0.70,0.89)

Tr= 116.40 (95.14,145.73) Tr= 126.27 (108.14,124.66)α
= 0.33(0.28,0.38)

mean Tr, the values of Cv, which range between 0.33 and 0.53 (Ta-
ble 6), evidence a quasi-periodic recurrence behaviour. The earth-
quakes with Mthr II ≥ 7.0 appear considerably less frequent. The Tr

for the four such cases range from slightly above a century (Ganos
segment; Tr= 116.40 yr) to the extreme value of about four and five
centuries in Samothraki (Tr = 375.54 yr) and offshore Athos (Tr =
520.94 yr) segments, respectively. Their corresponding Cv values
also suggest quasi periodic behaviour for the Ganos segment (0.34)
and a more aperiodic (larger level of variability of Tr) for the offshore
Athos (Cv= 0.67), Samothraki (Cv= 0.72) and Saros (Cv= 0.62)
segments.

In the next step, the Poisson and the BPT models (eqs 3 and 5,
respectively) are applied in each data sample of interevent times
(�T). The parameters of both models are estimated via the MLE
method according to their respective formulations (eqs 9 and 10).
The 95 per cent confidence intervals of the parameters in each
case are estimated as well. Results of the MLE implementation
are given in Table 7. The maximum likelihood estimates of the
mean recurrence time, Tr, for the Exponential model are equal to
each data samples mean values for both magnitude thresholds, as
expected.

The optimal set of the BPT parameters (Tr, α) that maximize
the likelihood function (Figs 12 and 13) exhibiting slight or more
significant differences in respect to the sample statistics in most of
the cases. The only case in which the optimal set of the estimated
parameters are almost equal to the sample statistics is the one of
Glafki bank fault segment’s data set of Mthr I ≥ 6.5 earthquakes.
Specifically, the MLE estimates are found to be equal to Tr= 104.74
yr and α = 0.34, instead of sample values equals to 104.64 yr and
0.33, for the mean recurrence time and the coefficient of variation,
respectively.

In contrary, the MLE results for the other cases and for both
magnitude thresholds (Mthr I ≥ 6.5 and Mthr II ≥ 7.0) differ from the
sample statistics. For example, the Saros fault segment’s data of Mw

≥ 7.0 results in optimal values equal to Tr = 154.35 yr and α =
0.53, instead of the samples mean and Cv, equal to 154.27 yr and
0.62, respectively. The most significant discrepancy is observed in
the case of the Ganos fault segment for the interevent times of Mthr I

≥ 6.5 earthquakes. Specifically, the MLE estimate of aperiodicity
for this case is found equal to 0.80 with its 95 per cent confidence
interval ranging from 0.70 to 0.89, whereas the sample’s Cvequals to
0.48. This significant difference among the values results in a high
variable recurrence model according to the MLE estimation, instead
of a quasi-periodic one in accordance to the sample statistics. The
optimal estimated models for the data samples of Mthr I ≥ 6.5 and
Mthr II ≥ 7.0 earthquakes are shown in Figs 14 and 15, respectively.

The performance of each model is then quantitatively measured
by the calculation of their AIC (Appendix A2) values (Table 8). Ad-
ditionally, results of the Anderson–Darling test are shown in Table 9.
The results of AIC calculations reveal that the BPT model performs
better than the Poisson model in all data sets and for both magnitude
thresholds. In more detail, the BPT model performs significantly
better than the Poisson model in many cases such as the Glafki bank
segment for Mthr I ≥ 6.5 earthquakes, in which the values of AIC
are equal to 1075.60 and 934.72, respectively. On the contrary, there
are cases where the differences among the AIC of the two models
are not significant. These cases are related with Ganos segment for
earthquakes with Mthr I ≥ 6.5, which is clearly not near the charac-
teristic magnitude threshold in accordance with its dimensions, and
Samothraki segment for the Mthr II ≥ 7.0 earthquakes.

The results of the AD test further support the conclusions because
its statistics show significantly better performance of the BPT model
against the Poisson model for the Mthr I ≥ 6.5 earthquakes (in four
out of the five cases the BPT statistic is below the critical value,
in contrast to the Poisson model that is significantly larger). The
case of Ganos fault segment data for Mthr I ≥ 6.5 threshold is the
only one in which the test rejects both the Exponential and BPT
models (Table 9). This happens because the optimal BPT model
exhibits high aperiodic behaviour (α = 0.80), quite similar to the
Exponential model.

However, when the Mthr II ≥ 7.0 is considered, the comparison ex-
hibits significantly better performance of the renewal model against
the Poisson one for all the cases and for both tests. These conclusions
could be easily interpreted from the visual comparisons among the
cumulative density functions of Figs 16 and 17. The summary of
the results of the statistical analysis shows that a renewal model,
the BPT in this study, performs better than the Poisson in the mod-
elling of the recurrence time of large earthquakes in all segments of
NATFZ, suggesting that an elastic rebound motivated behaviour is
more likely than the memoryless one. The rejection of both models
for the case of Mthr I ≥ 6.5 earthquakes interevent data indicates that
the consideration of only the Mthr I ≥ 7.0 threshold for the sample of
Ganos fault segment under the characteristic earthquake hypothesis
could be possibly more proper, due to its significantly larger length
than the other segments ones.

6 D I S C U S S I O N A N D C O N C LU S I O N S

The application of the physics-based simulator algorithm in the five
fault segments of NATFZ has allowed the compilation of a simu-
lated seismic catalogue lasting 10 kyr and containing 17 069 events
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Figure 12. BPT model’s likelihood plots of the interevent times data of large simulated earthquakes with Mthr I ≥ 6.5 for the Glafki bank (a), offshore Athos
(b), Samothraki (c), Saros (d) and Ganos (e) fault segments. Likelihood values are shown in accordance to the respective colour bar. Crosses are indicating the
optimal set of parameters Tr and α.

with Mw ≥ 4.5. Particularly, the number of earthquakes with Mw

≥ 6.5 is equal to 544, providing the ability for a thorough study of
their recurrence properties. This provides adequate catalogue du-
ration for achieving a sufficient number of large events per certain
fault segment, because this number is very limited in the observa-
tional historical catalogues (Table 1). For example, only one earth-
quake with Mw ≥ 6.5 has occurred since 1845 in both Glafki Bank
and Ganos segments, in the westernmost and easternmost parts of
NATFZ, respectively.

The simulated catalogue manages to replicate the observed seis-
micity successfully, as the b-value and the annual earthquake oc-
currence rates estimates are very similar in comparison with the
observational ones. The good agreement of the simulated and ob-
served annual rates further support the consideration that the seis-
mic contribution accounts for almost 60 per cent of the geodetically
measured rate. Some mismatches are observed in the rates of the
Mw ≥ 6.5 earthquakes and in the values of maximum magnitude per
segment. These differences may be ascribed to the fact that most
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Figure 13. BPT model’s likelihood plots of the interevent times data of large simulated earthquakes with Mthr II ≥7.0 for the offshore Athos (a), Samothraki
(b), Saros (c) and Ganoss fault segments. Likelihood values are shown in accordance to the respective colour bar. Crosses are indicating the optimal set of
parameters Tr and α.

of the large earthquakes of the observational catalogue belong to
the historical or the early instrumental period, with their magni-
tudes being possibly overestimated. An example is the magnitude
of the 1905 Mw = 7.5 earthquake that occurred on the offshore
Athos fault segment. Looking at the ISC–GEM (ISC 2019) instru-
mental earthquake catalogue, its estimated magnitude is given to
Mw = 7.24, in very good agreement with the largest magnitude
that is reported in the simulated catalogue for this segment. This
supports the assumption of magnitude overestimation in the histor-
ical catalogue. Nevertheless, in this study all magnitudes are taken
from the catalogue of Papazachos & Papazachou (2000) for the
sake of homogeneity of the integrated observational catalogue, in
which the magnitude of large earthquakes even if they are histor-
ical or early instrumental were converted with the same method
according to the relevant relations of Papazachos et al. (1997a)
as mentioned in Section 2. The main trend of the large magni-
tude earthquakes of the simulated catalogue is to coincide with the
lower confidence bound (the –1σ of reported magnitude) of the
observational one.

Emphasizing the large earthquakes occurrence, both single and
multiple segmented ruptures are reported in the simulated cata-
logue. A remarkable point arising from the results of the multiple
ruptures is that the segments with larger and similar slip rates (13,
13 and 13.5 mm yr–1 for the Samothraki, Saros and Ganos seg-
ments, respectively) participate more frequently in simultaneous
ruptures than the offshore Athos segment, whose slip rate is lower

(7.5 mm yr–1 ). This agrees with Scholz (2010) who suggests that
fault synchronization and rupture jumping phenomena are more
likely in segments with equal or similar slip rate values.

The mean recurrence time, Tr, for both magnitude thresholds,
Mthr I ≥ 6.5 and Mthr II ≥ 7.0, exhibit large fluctuations from the one
fault segment to the other. This fact could be an index about their
possible characteristic magnitudes. More specifically, the short val-
ues of sample mean Trin Samothraki, Saros and Ganos segments
(76.15, 87.88 and 59.60 yr, respectively) for Mthr I ≥ 6.5 earth-
quakes indicate that their characteristic magnitude is more likely
to be larger. This assumption is confirmed when the higher magni-
tude threshold, Mthr I ≥ 7.0, is considered. The resulting Tr in this
case are equal to 375.54 yr for Samothraki, 154.27 yr for Saros and
116.40 yr for Ganos segment, which are reliable values and in ac-
cordance with the time needed for stress accumulation and release
for such large earthquakes. The MLE parameter estimation for both
models is implemented for further statistical analysis of the in-
terevent times of large earthquakes for both magnitude thresholds,
Mthr I ≥ 6.5 and Mthr II ≥ 7.0. Some discrepancies are observed
among the MLE estimates of the BPT parameters and the corre-
sponding sample statistics. These discrepancies are mainly observed
among the aperiodicity, α, of the BPT model and the arithmetic Cv

values. In this respect, the optimal BPT models exhibit larger vari-
ability around Tr.

The applied tests (AIC and AD) reveal a considerably better per-
formance of the renewal BPT model than the memoryless Poisson
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Figure 14. Probability density functions of Exponential (dashed line) and BPT (solid line) models for the interevent times of large earthquakes with Mthr I ≥
6.5 for the Glafki bank (a), offshore Athos (b), Samotrhaki (c), Saros (d) and Ganos (e) fault segments.

Figure 15. Probability density functions of exponential (dashed line) and BPT (solid line) models for the interevent times of large earthquakes with Mthr II ≥
7.0 for the offshore Athos (a), Samotrhaki (b), Saros (c) and Ganos (d) fault segments.
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Table 8. Log-likelihood and AIC calculated values of the Poisson (lnLP and AICP, respectively) and the Renewal (lnLR and AICR, respectively) models for
the five segments of NATFZ for both magnitude thresholds adopted for the recurrence modelling.

Fault segment Mthr I ≥ 6.5 Mthr II ≥ 7.0

lnLP lnLR AICP AICR lnLP lnLR AICP AICR

Glafki Bank –536.80 –465.36 1075.60 934.72 - - - -
Offshore Athos –231.25 –216.08 464.50 436.16 –130.60 –126.00 263.20 256.00
Samothraki –693.26 –624.38 1388.52 1252.76 –152.42 –148.17 306.84 300.34
Saros –618.79 –570.52 1239.58 1145.04 –380.44 –353.85 762.80 711.70
Ganos –844.56 –834.63 1691.12 1673.26 –489.35 –424.94 980.70 853.88

Table 9. Anderson–Darling test statistics of the Poisson and the Renewal models for the five fault segments of NAT for both magnitude thresholds adopted for
the recurrence modelling at 5 per cent level of significance.

Fault segment Mthr I ≥ 6.5 Mthr II ≥ 7.0
AD statistic BPT

model
AD statistic

exponential model Critical value
AD statistic BPT

model
AD statistic

exponential model Critical value

Glafki Bank 1.866 19.787 2.494 - - -
Offshore Athos 0.505 4.231 2.497 0.352 1.521 2.503
Samothraki 1.061 21.118 2.493 0.334 1.126 2.501
Saros 2.439 20.993 2.493 1.293 8.402 2.495
Ganos 9.154 16.838 2.493 0.523 18.384 2.494

Figure 16. Comparison of empirical cdf (solid black lines) and the cdfs of the BPT (solid bright lines) and exponential model (dashed lines) for the Glafki
bank (a), offshore Athos (b), Samothraki (c), Saros (d) and Ganos (e) fault segments considering the interevent times of the Mthr I ≥ 6.5 earthquakes.

model in all NATFZ segments, except the one of the Ganos segment
for Mthr I ≥ 6.5, agreeing with elastic rebound theory for the occur-
rence of large earthquake and quasi-periodic recurrence behaviour.
The poor fit of both models, as obtained by the MLE implementa-
tion, for the Mthr I ≥ 6.5 earthquakes in Ganos fault segment indicate
that the 6.5 ≤ Mw < 7.0 simulated earthquakes could not be possibly
considered as near characteristic ones but ruptured smaller patches
of the fault segment.

These results provide information about the occurrence of large
earthquakes in NATFZ and could have many potential uses in
combination with additional seismic data as an input parameter
in modern time-independent and time-dependent seismic hazard
assessment investigations, such as the development of ERF over a
specific time span based on single and multiple rupture scenarios.
Specifically, for joint rupture scenarios (simultaneous ruptures of
multiple segments) the current result could provide information on
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Figure 17. Comparison of empirical cdf (solid black lines) and the cdfs of the BPT (solid bright lines) and Exponential model (dashed lines) for the offshore
Athos (a), Samothaki (b), Saros (c) and Ganos (d) fault segments considering the interevent times of the Mthr II ≥ 7.0 earthquakes.

quantifying the weights of the possible rupture scenarios. A sim-
ple strategy concerning the weighting of rupture scenarios along
NATFZ could be derived by dividing the number of times that a
certain joint rupture is reported in the simulated catalogue with
the total number of the same kind of joint ruptures (Table 4) for
a specific magnitude threshold (e.g. Mw ≥ 6.5). For example, in
the case of 2 segment ruptures for the Mw ≥ 6.5 earthquakes the
total number of ruptures are equal to 67, whereas the scenario of
offshore Athos and Samothraki segments rupturing together is re-
ported 18 times. In contrast, the Samothaki and Ganos scenario is
reported only two times. From these numbers one can obtain the
relative ratios, that are equal to 0.26 and 0.03 for offshore Athos
and Samothraki and Samothaki and Ganos rupture scenarios, re-
spectively, that could latter on be used as weights. Alternatively, an
equal weighting approach could also be used for the possible rupture
scenarios.
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A P P E N D I X A : S TAT I S T I C A L T E S T S

A1. Statistical Tests for the best performing simulated catalogue

The evaluation of the best performing simulated catalogue is made
by means of two non-parametric hypothesis tests, namely the two
sample Kolmogorov–Smirnov (K–S) and the Wilcoxon Rank–Sum.

The two sample K–S test is a non-parametric goodness of fit test,
which compares the differences between the empirical cumulative
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distribution functions (ecdf), F(x) and G(x), of two samples under
the null hypothesis that both originate from the same distribution
against the alternative hypothesis that they come from different ones
at a given significance level, α. The statistic of the test is defined
as:

D = max (|F (x) − G (x)|) . (A1.1)

The decision of rejecting or not the null hypothesis is based on the
p-value returned by the test, compared with the significance level. If
p-value is greater than α (p-value > α) then the null hypothesis can
not be rejected. On the contrary, if p-value is lower than α (p-value
< α) the null hypothesis can be rejected.

The Wilcoxon Rank–Sum test compares two independent ran-
dom variables F and G with sample sizes m and n, respectively,
under the null hypothesis that the two samples come from the same
distribution, similarly with the Mann–Whitney U-test. The samples
are combined and ranked. The Wilcoxon statistic, T, is calculated
from the sum of the ranks according to:

TF =
m∑

i=1

RFi (A1.2)

and

TG =
n∑

j=1

RG j . (A1.3)

The number of times that Fi>Gj in an ordered arrangement, so
called the Mann–Whitney statistic U, is then defined as:

U = min (UF , UG) (A1.4)

where

UF = mn + m (m + 1)

2
− TF (A1.5)

and

UG = mn + n (n + 1)

2
− TG . (A1.6)

The null hypothesis cannot be rejected if the p-value is larger
than the level of significance, α (p-value ≥ α).

A2. Statistical tests for the recurrence model selection

The comparison between the Poisson and the Renewal (expressed
by the BPT distribution) models is made by the application of the
Akaike Information Criterion (AIC), along with the non parametric
goodness of fit Anderson–Darling test (AD test).

The selection among the candidate models via the AIC is im-
plemented by the calculation and the comparison of its values. The
model that displays the best performance is the one with the mini-
mum value of the criterion.

The values of AIC can be calculated by:

AI C = −2lnL + 2k (A2.1)

where lnL and k stands for the value of the log-likelihood function
and the number of parameters of the candidate model, respectively.

The AD test is implemented by calculating the distance, A2, be-
tween the empirical cumulative distribution function (ecdf) and the
cumulative distribution function (cdf) for the distributions applied
to the data, where

A2 = −n −
n∑

i = 1

2i − 1

n
[lnF (xi ) + ln (1 − F (xn+1−1))] , (A2.2)

and {x1,x2,. . . ,xn} are the ordered sample data points, n is the num-
ber of observations and F is the cdf of the distribution under study.
The test compares the factor A2 with a critical value, c, under the
null hypothesis that the data are distributed according to F. If the
factor A2 is less than or equal to the critical value, then the null
hypothesis cannot be rejected.
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