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Arrival-angle effects on two-receiver measurements of phase velocity
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S U M M A R Y
We compile a data set of Rayleigh-wave phase velocities between pairs of stations, based
on teleseismic events located on the same great circle as the two stations. We validate our
observations against dispersion estimates based on ambient-noise cross correlations at the
same station pairs. Discrepancies between the results of the two methods can in principle
be explained by deviations in the wave propagation path between earthquake and receivers,
due to lateral heterogeneity in the Earth’s structure, but the latter effect has, so far, not been
precisely quantified nor corrected for. We implement an algorithm to measure the arrival angle
of earthquake-generated surface waves and correct the dispersion measurements accordingly.
Application to a data set from the Central-Western Mediterranean shows that the arrival-angle
correction almost entirely accounts for the discrepancy in question, decreasing significantly
the velocity bias for a wide range of periods.

Key words: Seismic interferometry; Surface waves and free oscillations; Theoretical seis-
mology.

1 I N T RO D U C T I O N

Surface wave phase velocities from teleseismic events and ambi-
ent noise interferometry (AN, e.g. Shapiro et al. 2005; Boschi &
Weemstra 2015) have proven fundamental in imaging the Earth at
different scales. Whereas seismic noise is dominated by relatively
high frequencies and therefore provides information on shallow
structures, data from teleseismic earthquakes allow investigating
deeper regions of the Earth (e.g. Zhou et al. 2012). The two-station
method (e.g. Meier et al. 2004; Soomro et al. 2016) has been suc-
cessfully used in regional studies for retrieving earthquake-based
(EQ) measurements (e.g. Darbyshire & Lebedev 2009; Kästle et al.
2018). This method provides interstation phase velocities of surface
waves and allows a direct comparison of AN and EQ measurements.

A number of studies have reported a discrepancy between AN
and EQ phase velocities, with the latter being, on average, ∼1 per
cent higher than the former for a wide range of periods (Yao et al.
2006; Kästle et al. 2016). A ∼1 per cent error in observed phase-
velocity values would result in a similar error on estimates of shear
velocity, based on the same data, at crustal and upper mantle depths
(Boschi & Ekström 2002); these, in turn, could be interpreted in
terms of significant thermal and/or compositional anomalies (e.g.
Cammarano et al. 2003; Diaferia & Cammarano 2017). The origin
of the systematic AN-EQ discrepancy is not yet understood; differ-
ences in AN versus EQ sensitivity kernels (Fichtner et al. 2016),
overtone contamination (Soomro et al. 2016) and off-path prop-
agation of the earthquake between epicentre and stations (Kästle

et al. 2016) have all been invoked as possible explanations. Seismic
ambient noise is only approximately diffuse (Boschi & Weemstra
2015, and references therein), but inhomogeneity in noise source
distribution would not explain the discrepancy in question, as it
would result in AN velocity estimates systematically higher than
EQ ones.

In this study, we explore in some depth the latter hypothesis,
that is that deviations of the teleseismic Rayleigh-wave propagation
paths from the first-order prediction (the great circles connecting
source and receivers) might result in a significant overestimate of
EQ-estimated phase velocity. We summarize the theory and our
implementation in Sections 2 through 4, and present an application
to seismograms from the Central-Western Mediterranean area in
Section 5. The discrepancy between AN and EQ is discussed in
light of the differences between phase velocities obtained before
and after correcting for arrival azimuth.

2 T H E O RY

Assuming that phase-velocity dispersion can be retrieved by decom-
position of the wave train into a sum of monochromatic, or plane
waves, (e.g. Ekström et al. 1997), a fundamental-mode surface wave
can be written (e.g. Aki & Richards 1980)

u(x, t) = 1

2π

∫ +∞

−∞
A(ω, x) e−iφ(ω) eiωt dω , (1)
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with

A(ω, x) = I (ω) S(ω) R(ω, x) , (2)

and

φ(ω) = ωx

c(ω)
. (3)

In the above equations, x, ω, t and i denote epicentral distance,
angular frequency, time, and the imaginary unit, respectively; c(ω)
is the phase velocity, I(ω) the instrument response (complex), S(ω)
the source spectrum (complex) and R(ω, x) the path response (real),
which also accounts for attenuation. Neglect of higher modes relies
upon the assumption that the seismic source be distant enough
from the receiver to allow their separation from the fundamental
mode (Russel 1987). In the frequency domain, expression (1) can
be written

U (ω) = I (ω) S(ω) R(ω) e−iφ(ω) . (4)

Let us consider a teleseimic event recorded at two seismic sta-
tions, and assume receivers and source lie approximately on the
same great-circle path. The seismogram recorded at the most distant
station can be expressed as the convolution of the other seismogram
with a transfer function F(ω) (e.g. Darbyshire et al. 2004). In the
frequency domain,

U2(ω) = U1(ω) F(ω) , (5)

where the subscripts 1 and 2 refer to the stations. Dividing both
sides by U1 and substituting (2) into the resulting equation,

R2(ω)

R1(ω)
e−i[φ2(ω)−φ1(ω)] = F(ω) . (6)

It is understood that the function S(ω) is the same for all stations.
As for I(ω), we assume that all stations are equipped with equal
sensors, in phase with each other; if that is not the case, instrument
responses must be deconvolved prior to this analysis. Based on
eq. (3) and provided that the source and both stations lie, to a good
approximation, on the same great-circle path,

φ2(ω) − φ1(ω) = ω (x2 − x1)

c12(ω)
, (7)

where c12 is the average phase velocity between stations 1 and 2.
Eqs (6) and (7) show that the phase of the transfer function is equal

to the interstation average propagation phase. The phase delay φ2 −
φ1 is also obtained by cross correlating U1 and U2 in the frequency
domain, and measuring the phase of the resulting complex function,
that is

U ∗
2 (ω)U1(ω) = |U1(ω)||U2(ω)| ei[φ2(ω)−φ1(ω)] , (8)

where ∗ denotes complex conjugation.

3 P H A S E - V E L O C I T Y M E A S U R E M E N T S

We implement two different approaches for retrieving interstation
phase-velocity measurements: frequency-domain and time-domain.
Both approaches allow to measure Rayleigh- and Love-wave phase
velocities, using the vertical (or radial) and the transverse compo-
nents of the recorded seismograms, respectively.

3.1 Frequency-domain

Given two recordings covering the same time window, for each
investigated period the data are narrow bandpass filtered in the

frequency domain about this period, and the fundamental mode is
isolated by tapering the time-series in the time domain about the
arrival time predicted by the reference model (e.g. Herrin & Go-
forth 1977; Goforth & Herrin 1979). The effects of random noise
and multipathing are reduced by further windowing the seismo-
grams thus obtained (e.g. Ekström et al. 1997). We accomplish this
in two ways: (I) by tapering in time domain the two filtered seis-
mograms about the maximum of their envelope, before multiplying
them in the frequency domain to finally measure the phase delay via
eq. (8). Alternatively, (II) by cross-correlating the data in the time
domain, to then taper the cross-correlation function about its max-
imum (as in Meier et al. 2004), and finally Fourier-transform the
cross-correlation and measure dispersion in the frequency domain,
again via eq. (8). In what follows we refer to these two methods as
‘t-tapering’ and ‘x-tapering’, respectively.

It should be noted that the phase delay thus calculated is affected
by an intrinsic ambiguity in phase in multiples of 2π (e.g. Herrin &
Goforth 1977; Ekström et al. 1997; Soomro et al. 2016):

c12(ω) = ω (x2 − x1)

φ2(ω) − φ1(ω) + 2nπ
, (9)

where n is integer. This ambiguity is particularly conspicuous at
short periods and large interstation distances, where multiple phase-
velocity solutions exist with absolute values similar to the reference
ones (Section 3.3).

3.2 Time-domain

Given a teleseismic surface wave recorded at two receivers,
the maximum of the cross-correlation of the bandpass filtered
seismograms coincides with the traveltime of the wave train, at
the frequency of interest, between one station and the other. After
isolating the fundamental mode and removing disturbing factors
like noise and multipathing effects, one can measure the interstation
phase velocity directly in the time domain. This approach does not
suffer from the above-mentioned frequency-domain ambiguities in
propagation phase.

3.3 Removal of ambiguities and noisy measurements

Our procedure for identifying a unique dispersion curve for a
source–stations triplet consists of three steps. (I) Selection of the
most plausible phase velocities in presence of multiple measure-
ments at a given frequency: this iterative procedure starts at the
longest recorded period since phase ambiguity tends to disappear
with growing period, and the phase velocity can be estimated sim-
ply by picking the value closest to a reference model. Similarly to
Ekström et al. (1997), the phase velocity at the next, shorter pe-
riod is then selected on the basis of a smoothness criterion, and
the procedure is iterated for decreasing periods. Estimates that fall
outside a range of tolerance are rejected. (II) Removal of noisy mea-
surements among the velocities thus selected: whenever jumps or
decreasing velocities with increasing periods occur in the dispersion
curves, these are removed on the basis of velocity-gradient thresh-
olds. In practice, at each period where a measurement is made, the
range of tolerance for the following, shorter-period observation is
established by linear extrapolation, based on the derivative of the
reference model velocity with respect to period. If a measurement
falls outside this range it is rejected. This is justified by the fact
that the averaging properties of the surface-wave dispersion with
depth make such segments unrealistic. (III) Dispersion curves that
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θ1
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Figure 1. Sketch representing a theoretical (black curve) and observed (red curve) propagation paths of a surface wave in case of wavefront distortion due
to structural heterogenities, and/or earthquake misalignment with respect to the receivers. θ1 and θ2 denote the apparent arrival angles of the surface wave at
stations 1 and 2, respectively.

Figure 2. Earthquakes’ epicentres exploited for this study (top panel) and geographic locations of the receivers within the investigated area (bottom panel).
The public stations belong to the AC, CA, CR, FR, GE, HL, IV, MN, RD, TT and WM networks.
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Figure 3. (a) Dispersion curves obtained for four selected station pairs following the procedure described in Section 5.1 (station acronyms and interstation
distances as indicated), (b) differences between the dispersion curves obtained from the AN and EQ methods, averaged over all pairs and (c) number of
measurements used for the comparison as function of period. The black, grey and red curves show the results of the AN method and the EQ method without
and with arrival-angle correction, respectively. The dashed blue lines show reference velocity values (PREM, Dziewonski & Anderson 1981).

cover a very short period-range (shorter than a preliminarily selected
threshold) are rejected (e.g. Soomro et al. 2016).

We seek values of phase velocity within ±15 per cent of theoret-
ical values obtained based on the PREM (Dziewonski & Anderson
1981) reference model. Velocity-gradient thresholds are set to –1.5
and 2 per cent of the PREM gradient at a given period. The min-
imum span of the period range for a dispersion measurement to
be considered valid is set to 5.5 s. All parameters were selected
via numerous preliminary runs of our algorithm, as illustrated in
supplementary material.

4 C O R R E C T I O N F O R A R R I VA L
A Z I M U T H S

Earth’s lateral heterogenity results in deviations of the propagation
path from the great circle connecting source and receivers (Fig. 1).
This phenomenon has been widely observed at both short and long
periods (see, for example, Laske 1995, and references therein) and
can lead to overestimation of phase velocity. While several imple-
mentations of the one-station method account for this effect (e.g.
Laske & Masters 1996), deviations from the great-circle paths are
often neglected in the two-station one (e.g. Darbyshire et al. 2004).
This is in agreement with the fact that EQ velocity estimates are
systematically higher than AN ones. We address this issue by mea-
suring the frequency-dependent arrival azimuths. This correction
also accounts for both slight misalignments of the epicentre and
stations and errors in source localization.

4.1 Search for the arrival azimuth

Because the radial and vertical components of a Rayleigh wave are
phase-shifted by π /2, the Hilbert transform (e.g. Claerbout 1985) of
the radial component is approximately in phase with the vertical one
(e.g. Stachnik et al. 2012; Ensing & van Wijk 2018). We accord-
ingly estimate Rayleigh-wave arrival angle by seeking the angle θ

for which the squared difference between the vertical and Hilbert-
transformed radial component is minimum, that is we minimize the

cost function

C(θ ) =
n∑
i

∣∣∣∣ zi (t)

|z(t)| max

− Hi {rθ (t)}
|H {rθ (t)}| max

∣∣∣∣
2

, (10)

where θ is the rotation angle, Hi{rθ (t)} is the Hilbert-transformed
radial component, z(t) is the vertical component, and the subscript
i indicates the ith time sample. This approach has been chosen on
the basis of a suite of synthetic tests, whose results are illustrated
and discussed in supplementary materials. In practice, for a large
number of station pairs approximately aligned on the same great
circle path as the epicentre, the radial component at both stations
is simulated by shifting of π /2 the observed vertical component
and adding random noise. Over a range of noise amplitudes and at
most of the investigated periods, expression (10) showed a better
accuracy and lower variance in retrieving the arrival angle (i.e. 0◦)
in comparison to other methods based on cross correlation (e.g.
Stachnik et al. 2012).

4.2 Phase-velocity correction

In practice, the minimum of C(θ ) is sought at each investigated
period, to account for the dependency of wavefront distortion on
frequency. At each period, the two arrival azimuths thus retrieved
(one per station) are then averaged and used for calculating the
arrival angle of the wave front with respect to the interstation great-
circle path, similarly to Foster et al. (2013). Eq. (9) can then be
rewritten

c12(ω) = ω x cos (θ (ω))

φ2(ω) − φ1(ω) + 2nπ
, (11)

where x denotes the interstation distance and θ (ω) the frequency-
dependent average arrival angle.

For this study, the grid-search is carried out performing 60 rota-
tions of 1◦ per station (±30◦ from the theoretical arrival), rejecting
those periods for which C(θ ) did not reach a well-defined minimum
in at least one of the two stations. As a result, the number of station
pairs available for comparison is reduced by about 20 per cent.
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Figure 4. Histograms of phase-velocity differences between EQ and AN at the periods of 20, 25, 30, 35, 40 and 45 s. Measurements obtained with/without the
correction for the arrival azimuths are indicated in red and grey, respectively.

5 A P P L I C AT I O N T O
C E N T R A L - W E S T E R N
M E D I T E R R A N E A N DATA

5.1 Data set

The effects of correcting for arrival azimuth are evaluated on a data
set consisting of 443 shallow teleseismic events (depths ≤50 km
and epicentral distances between 20◦ and 150◦) with magnitudes
between 6.5 and 8.5, recorded from January 2005 to January
2019 by 361 public stations distributed across the Central-Western

Mediterranean (Fig. 2). The 3-component waveforms are demeaned,
detrended and tapered (5 per cent) before deconvolving the instru-
ment response to displacement. They are then resampled to 2 Hz
and rotated to radial-transverse components using the coordinates of
the epicentres. This results in 52 248 triplets of stations and sources
approximately lying along the same great circle path (we set a max-
imum azimuthal deviation of 5◦) and 16 287 station pairs to be used
for comparing the dispersion curves obtained from EQ and AN.

We compiled a new data set of AN measurements based on
the vertical component of continuous waveforms, by means of an
automated algorithm that measures interstation phase velocities by
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cross-correlation in frequency domain and stacking of noise records,
as fully explained in Kästle et al. (2016).

For the same stations, we also compiled a new data set based
on the EQ method, according to the following procedure. For each
exploitable earthquake, we calculate three independent dispersion
curves using both the frequency-domain (t-tapering and x-tapering)
and the time-domain approaches. We have found that the three
methods provide dispersion curves that differ only slightly; since
there is no simple way to establish which method is most reliable,
we prefer to use them all thus creating some redundancy in the data.
This helps obtaining robust results, especially for station pairs that
are only aligned with few events. The set of dispersion curves thus
obtained for the considered station pair (three dispersion curves per
event) is then cleaned from outliers [we follow the Interquartile
Range rule (Tukey 1977) with outlier constant set to 0.05], and
those frequencies for which less then three good measurements
are available are rejected. Finally, the remaining measurements are
running-averaged to obtain one smooth dispersion curve (Fig. 3a).

5.2 Results and discussion

The above procedure allowed us to retrieve ∼12 000 EQ interstation
dispersion curves corrected for the arrival azimuth and ∼15 000
ones without applying the correction; the lower amount of EQ-
corrected dispersion curves stems from the grid-search criteria de-
scribed in Section 4.2, which result in the rejection of a greater
number of measurements than EQ without correction. The discrep-
ancy between results from AN and EQ without correction is roughly
∼1 per cent of the AN phase velocity, similar to previous studies
(e.g. Yao et al. 2006; Kästle et al. 2016, 2018), and significant,
for example from the point of view of tomographic imaging and
geodynamic interpretation. The correction leads to a significant im-
provement of the EQ-AN fit at periods of 20–50 s (Fig. 3b). The
same applies to the differences between individual EQ and AN dis-
persion curves analysed as a function of frequency (Fig. 4). At each
period the mean difference obtained after correcting is significantly
closer to zero than before the correction, but the standard deviations
have the same order of magnitude.

We infer that most of the previously reported discrepancy between
AN and EQ can be explained by the neglect of wavefront distortion.
Accounting for the arrival azimuths results in a >300 per cent
decrease of the velocity bias at most of the investigated periods.
By means of a Kolmogorov–Smirnoff test (e.g. Press et al. 1992),
we found that the probability for the histograms of EQ and EQ-
corrected (Fig. 4) to correspond to the same statistical distribution
is ∼4 per cent at 20 s, and systematically below 1 per cent at longer
periods, indicating that the improvement brought by arrival-angle
correction is statistically significant.

Our arrival-angle correction appears to be particularly effective
for periods of 50 s and lower, at least for the data set investigated.
Above 50 s, we observe non-negligible differences between AN and
EQ-corrected, with the latter being systematically faster; yet at those
periods the AN signal is weaker and the AN method accordingly less
reliable (e.g. Boschi & Weemstra 2015). The bias between EQ and
AN is characterized by a relative maximum at periods of ∼25–30 s
(Fig. 3.3 b), confirming earlier observations by Yao et al. (2006)
and Kästle et al. (2016). This effect may be related to stronger
lateral heterogeneity at relatively short periods (sensitive to shallow
structures), which would result in large arrival angles and is not
taken into account by our purely linear (geometric) correction.

6 C O N C LU S I O N S

We implemented an algorithm to improve two-station observation
of earthquake-based surface wave dispersion, accounting for wave-
front deviations caused by the Earth’s lateral heterogeneity. The
method maximizes the resemblance of the vertical component to the
Hilbert-transformed radial component of the seismograms (eq. 10),
and allows measuring the frequency-dependent average arrival an-
gle of the Rayleigh wave at the receivers. One can thus retrieve
the apparent interstation distance to be used for calculating the
true frequency-dependent phase delay, avoiding to overestimate the
phase velocity.

We applied this method to a data set from the Central-
Western Mediterranean. The comparisons between ambient-noise
and earthquake-based phase velocities prove that most of the sys-
tematic bias between the two methods can be ascribed to the wave
train deviations from the theoretical propagation paths (great cir-
cles connecting source and receivers). The arrival-angle correction
almost entirely accounts for the discrepancy in question, decreasing
the velocity bias by more than ∼300 per cent at most of the inves-
tigated periods; this confirms that the wavefront distortion effect is
important and that our correction is effective.

Our method for measuring the arrival angle of the Rayleigh waves
at the receivers proved to be more effective than previous attempts,
albeit not error-free, as demonstrated by the synthetic tests. The
observed residual bias in velocity may be related to the difficulty
in measuring large arrival angles due to strong lateral heterogeneity
in the Earth’s structure, which would not be accounted for by our
purely linear (geometric) correction. However, only further investi-
gations may better clarify both the origin of such a residual and the
role of the upper lithosphere in the wave front distortion: this will
be the subject of a future study.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Span of the period range covered by (a) EQ and (b)
EQ-corrected dispersion curves used in the comparison with AN.
The smaller number of measurements of EQ-corrected dispersion
curves can be ascribed to the further selection of phase velocities
connected to the research for the arrival angle.
Figure S2. Histograms of the arrival angles measured in the syn-
thetic tests at different periods. At each periods, we show the his-
tograms obtained by minimizing the cost function defined as expres-
sion (10) of our manuscript (green) and by maximizing expression
(1) (blue). For each period and cost function, the mean (μ) and the
standard deviation (σ ) of the Gaussian (red) fitted to the histogram
is indicated. Noise level for simulating the radial components used
in the synthetic test shown here has been set to half of the maximum
amplitude of the vertical component.
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