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Abstract
The importance of detailed knowledge of the shear-wave velocity structure of the upper geological layers was recently stressed in strong motion studies. In this work we describe an algorithm which we have developed to infer the 1D shear wave velocity structure from the inversion of multichannel surface wave dispersion data (ground-roll). Phase velocities are derived from wavenumber-frequency stacks while the inversion process is speeded up by the use of Householder transformations. Using synthetic and experimental data, we examined the applicability of the technique in deducing S-wave profiles. The comparison of the obtained results with those derived from cross-hole measurements and synthesized wave fields proved the reliability of the technique for the rapid assessment of shear wave profiles during microzonation investigations.

Key words Rayleigh waves – shear wave profiles – site effects – microzonation

1. Introduction
Many heavily developed regions of the world are in alluvial-filled valleys, and it has long been known from empirical observations that ground motions from earthquakes can be significantly altered by the near-surface geological materials in such regions (e.g., Rovelli et al., 1995; Chavez-Garcia et al., 1995; Celebi, 1995).

Accurate shear wave velocity profiles have been long recognized as essential data to evaluate the dynamic response of soil deposits and soil-structure interaction under earthquake loading (Schnabel et al., 1972). Thus, the rapid assessment of shear velocities as a function of depth is useful in analyzing the effect of site conditions on strong ground motion records and in estimating ground motion in future earthquakes for engineering purposes.

Boore et al. (1994) recently pointed out that the shear wave velocity structure within the first 30 m in depth is of critical importance in estimating strong ground motion at a site.

Despite the fact that the analytical methods used in earthquake engineering have improved substantially during the last two decades, the capability of determining soil properties in-situ has not followed this pattern. It is obvious that the use of very sophisticated constitutive models incorporated into large finite element programs often raises doubts about the final results where accurate soil properties are not available.

Surface wave dispersion analysis is one approach used to extract a subsurface 1D shear wave velocity model. In layered media, the ve-
locity of propagation of surface waves depends on the wavelength of the wave and it is obvious that different wavelengths sample different sections of the layered media.

The advantage of obtaining shear wave velocity profiles by \textit{in-situ} surface wave measurements has been recognized since the 1960's when Jones (1962) and Ballard (1964) developed the first measurement systems. Since then, several researchers have developed and improved the techniques for surface wave measurements.


Generally, a dispersion curve is a nonlinear function of shear wave velocities, densities and thicknesses for each layer. To invert a dispersion curve into these parameters, a linearized approximation is usually used by neglecting higher order terms in the Taylor series expansion. Then, an optimal solution is obtained by an interactive perturbation process based on linear inverse theory.

2. Principle of the method

Various studies have shown that the linearized inversion is connected with many numerical difficulties when dealing with noisy data. Furthermore, a final inverted model determined by a linearized inversion inherently depends on an assumed initial model, because of the existence of locally optimal solutions (Yamanaka and Ishida, 1996). It is obvious that for the upper sedimentary layers, which are the target of the present investigation, it is sometimes difficult to set up an initial model that is sufficiently close to the real solution. In this case it is common for the inversion to find a local rather than a global minimum. The two principal stages of the technique are: 1) evaluation of phase velocity dispersion and 2) inversion for shear wave structure.

2.1. Evaluation of dispersion by \textit{k}-\textit{f} stacking

An important aspect which determines the accuracy of the present methodology is the evaluation of the field dispersion curve from multichannel data.

McMeekan and Yedlin (1981) described a method to obtain phase velocity from a dispersion wave in a common shot gather. The method consists of performing a slant stack on the data to obtain a wave field in the \(p-\tau\) domain, followed by a 1D Fourier transform over \(\tau\) to obtain the wavefield in the (slowness) \(p-\omega\) plane.

The approach which we followed is similar to the \(p-\omega\) stacking technique of McMeekan and Yedlin (1981) but instead of the slowness \((p)-\omega\) domain we work on the wavenumber \((k)-f\) domain.

Assuming vertical heterogeneity only, the complete normal mode solution of surface wave propagation can be written as (Aki and Richards, 1980)

\[
s(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_m(\omega, x) e^{i(\omega t - k_m(\omega) x)} d\omega
\]

(2.1)

where

\[
S_m(\omega, x) = I(\omega) P_m(\omega) R_m(\omega) e^{-\gamma_m(\omega) x}
\]

(2.2)

and

\begin{align*}
  m & = \text{mode number}; \\
  I(\omega) & = \text{instrument response}; \\
  P_m(\omega) & = \text{source spectrum}; \\
  R_m(\omega) & = \text{path response}; \\
  \gamma_m(\omega) & = \text{attenuation coefficient}.
\end{align*}

Let \(N\) be spatially separated (by \(\Delta x\)) geophones at the same azimuth as the seismic
source. The usual \( p-\tau \) (slant) stacking method (Dziewonski and Hales, 1972; McMechan and Yedlin, 1981) involves searching all traces for phase velocities that will produce constructive interference of monochromatic waves at a given frequency.

Assuming that the phase offset between any two geophones can be described as \( k_m(\omega) \Delta x \) and the wavenumber is related to the phase velocity \( (c_m(\omega)) \) and the slowness \( p_m(\omega) \) as

\[
k_m(\omega) = \frac{\omega}{c_m(\omega)} = \omega p_m(\omega)
\]  

(2.3)

we perform the following slant stack

\[
\sum_{n=1}^{N} s_n(\tau + \Delta x) = \\
= \sum_{n=1}^{N} \frac{1}{2\pi} \int_{-\infty}^{\infty} S_m(\omega, x_n) e^{i(\omega \tau + \omega_p x_n - k_m(\omega)x_n)} d\omega = \\
= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega \tau} \sum_{m=1}^{M} \sum_{n=1}^{N} S_m(\omega, x_n) e^{i(\omega_p - k_m(\omega))x_n} d\omega.
\]

(2.4)

Compensating for attenuation and taking the Fourier transform of (2.4) we obtain the equation

\[
F(f, k) = \sum_{m=1}^{M} S_m(f) \left[ \left. \sum_{n=1}^{N} e^{-\gamma_n(f) x_n} e^{i(k - k_m(f))x_n} \right| \right].
\]

(2.5)

Setting the (resolution) function within the brackets as \( W_m \), the modulus of (2.5) can be written as

\[
|F(f, k)| = \sum_{m=1}^{M} |S_m(f)||W_m(k - k_m(f))|.
\]

(2.6)

Plotting (2.6) as a two dimensional function of \( k \) and \( f \) and tracing the maxima we can easily assess the phase velocity as a function of frequency. It can be shown (Appendix 1) that the modulus of the resolution function \( W_m \) is given by

\[
|W_m| = e^{-\gamma(f)X} \left( \frac{\sin^2(\frac{k - k_m(f)}{2}) + \sinh^2(\frac{\gamma_m(f)k}{2})}{\sin^2(\frac{k - k_m(f)}{2}) + \sinh^2(\frac{\gamma_m(f)k}{2})} \right)^{1/2}
\]

(2.7)

where

\[
X = x_0 + (N - 1)\Delta x/2.
\]

This result shows that \( W_m \) is a periodic function with period \( N/(\Delta x) \). Differentiating (2.7) with respect to \( k \) and setting the result to zero we obtain the maximum when \( k = k_m(f) \). Thus, attenuation has no effect on the position of the maximum and hence the accuracy of tracing the phase velocity dispersion curve (Russell, 1987).

The benefit of working on the \( k-f \) domain is that the assessed dispersion curves are smoother, and this certainly facilitates the inversion procedure which will be described in the next section.

2.2. Formulation of the inverse problem

The obtained dispersion data, combined with an initial model were used to invert for the shear velocity structure. The formulation of the inverse problem will be performed adopting variational analysis (Russell, 1987), by calculating first order perturbations in the eigenvalues of normal mode equations.

The parameters of the initial model are set by the following empirical relations which have been found in most of the cases to pro-
duce stable results

\[ d_i = \frac{1}{4\pi} \ln(\lambda) \quad (2.8) \]

\[ V_{si} = f(\lambda) \frac{i}{i+1} \pi^2 \quad (2.9) \]

\[ \rho_i = 1.2 \left( 1 + \frac{i-1}{N-1} \right) \quad (2.10) \]

where \( d_i, V_{si}, \rho_i \) is the corresponding thickness, shear velocity and density of layer \( i \) and \( N \) the number of layers.

The equation of Rayleigh wave motion is given by the following system of equations (Aki and Richards, 1980, eq. (7.28))

\[
\frac{d}{dz} \begin{bmatrix} r_1 \\ r_2 \\ r_3 \\ r_4 \end{bmatrix} = \begin{bmatrix} 0 & -k & \mu^{-1} & 0 \\ k\lambda(\lambda+2\mu)^{-1} & 0 & 0 & (\lambda+2\mu)^{-1} \\ k^2\zeta - \omega^2 \rho & 0 & -k\lambda(\lambda+2\mu)^{-1} & 0 \\ 0 & -\omega^2 \rho & k & 0 \end{bmatrix} \begin{bmatrix} r_1 \\ r_2 \\ r_3 \\ r_4 \end{bmatrix}
\]

(2.11)

where

\[ \zeta = 4\mu(\lambda+\mu)/(\lambda+2\mu); \]

\[ \lambda, \mu = \text{Lame constants}; \]

\[ r_1, r_2 = \text{radial and vertical displacement eigenfunctions}; \]

\[ r_3, r_4 = \text{radial and vertical stress eigenfunctions}; \]

\[ \rho = \text{density}. \]

Solving the first and second rows of eq. (2.11) for \( r_3, r_4 \) and substituting into the third and fourth rows, after some rearrangement, we obtain forms explicitly dependent on displace-}

placement eigenfunctions only. We can write (Appendix 2)

\[
\frac{d}{dz} \left( A \frac{dr}{dz} + \frac{A_r}{B} \right) = \frac{kB}{k_r^2} \frac{dr}{dz} + k^2 C - \omega^2 \rho r
\]

(2.12)

where \( A, B, C \) and \( r \) are defined as:

\[
A = \begin{bmatrix} \mu & 0 \\ 0 & (\lambda + 2\mu) \end{bmatrix}
\]

\[
B = \begin{bmatrix} 0 & \mu \\ -\lambda & 0 \end{bmatrix}
\]

\[
C = \begin{bmatrix} (\lambda + 2\mu) & 0 \\ 0 & \mu \end{bmatrix}
\]

\[ r = \begin{bmatrix} r_1 \\ r_2 \end{bmatrix} \]

Equation (2.12) is self adjointing in the interval \((0, \infty)\) thus, the basic principles of variational analysis can be applied resulting in the following relations (Appendix 2)

\[
\delta c(f) = \int_0^\infty A_R(f, z) \delta \beta(z) \, dz
\]

(2.13)

where

\[
A_R(f, z) = \frac{\mu c}{\beta k U} \left[ \left( kr_2 + \frac{dr_1}{dz} \right)^2 + 4kr_1 \frac{dr_2}{dz} \right]
\]

(2.14)

and

\[
U = 2k \int_0^\infty \left[ (\lambda + 2\mu) r_1^2 + \mu r_1^2 \right] \, dz + \int_0^\infty \left( \frac{dr_2}{dz} - \lambda r_1 \frac{dr_2}{dz} \right) \, dz.
\]

(2.15)
The above equations relate perturbations in structural velocity and density to observed phase velocities at the free surface. Assuming a starting earth model of velocities and densities, as previously described, perturbations in phase velocities \( \delta c \) can be assessed by subtracting the theoretical phase velocities from observed velocities. Holding compressional velocity and density fixed and inverting the above integral equations for \( \delta \beta \), estimates for shear velocity can be determined as functions of \( \delta c \). Equation (2.13) can be written in the following vector form

\[
[\delta c] = [A][\delta \beta] = [A]T^{-1}T[\delta \beta] \quad (2.16)
\]

where \( T \) is the Householder transformation (Menke, 1989). We have found that by adopting this approach we end up with a stable and accurate inversion process which can be easily performed with a common laptop at the site of investigation. A numerical code for \( C \) has been developed to perform all the previously mentioned calculations.

After evaluating the theoretical dispersion curve we increase the corresponding data points by cubic spline interpolation and overall smoothing. This process can be considered as adding to the problem \textit{a priori} information by including new data in new frequency coordinates. Eventually we end up with an even-determined problem to solve. Figure 1 depicts the various stages of the inversion process.

3. Inversion of synthetic data

To test the accuracy of the inversion methodology, a finite-difference method was employed to simulate the generation and propagation of short-period Rayleigh waves for a known geological model. We start from an S-wave velocity profile (30 m of 500 m/s over half space of 800 m/s) and generate surface wave synthetic seismograms. The synthetics were calculated, using the finite difference algorithm of Zahradnik (1995).

The calculations performed in this study are for the vertical component motion due to a vertical body force at the surface. The time variation of the force is a Gabor wavelet (50 Hz). The generated synthetics are shown in fig. 2. The inverted shear velocity model is shown in fig. 3 and is compared with the theoretical model for various iterations. It is obvious that there is a satisfactory comparison between the actual and assessed model.

The corresponding theoretical and calculated dispersion curves are depicted in fig. 4, indicating a satisfactory agreement and verifying the accuracy of the inversion process. The calculated isoline representation of the \( k-f \) stack as a function of frequency and phase velocity is shown in fig. 5.
Fig. 2. Synthetic seismograms.

Fig. 3. Isoline representation of $k$-$f$ stack as a function of frequency and phase velocity for synthetic data.
Fig. 4. Comparison of synthetic model with the calculated one.
4. Inversion of observed data

Each data trace consists of 5 s of digital data with a sampling interval of 5 ms. Twenty-four 1 Hz vertical geophones were used. In most cases all traces from a given side of the seismic source are used to obtain an average velocity structure for that side. Thus, small lateral heterogeneities are averaged.

A critical parameter of the field procedure is the distance of the seismic source to the first geophone, since dispersion starts to develop several wavelengths from the seismic source.

As a seismic source we used a BISON EWGII elastic wave generator with which we have reached exploration depths up to 200 m. We have also obtained good results with impacts by a hammer but the depth of investi-

![Graph showing comparison of calculated and theoretical dispersion curves for synthetic data.](image)

**Fig. 5.** Comparison of calculated and theoretical dispersion curves for synthetic data.
gation was reduced to a few tenths of meters. A borehole was drilled to a depth of about 80 m. The soil samples were subjected to classification tests. The obtained lithologic section is depicted in fig. 5. Standard Penetration Tests (SPT) at 1.5 m intervals were also performed and the SPT mechanism, rich in shear wave energy was also used as a mechanical impulse source for cross-hole measurements in a nearby borehole. The measured shear wave velocities and the SPT values are depicted in fig. 6. The existence of a sandy layer at a depth of about 15 m is obvious.

The recorded seismograms are shown in fig. 7. Isoline representation of the $k-f$ stack as a function of frequency and phase velocity is shown in fig. 8. It is obvious that a strong fundamental mode dominates the observed waveforms.

Figure 9 shows the corresponding calculated and theoretical dispersion curves. A comparison between the velocity inversion results and the geological model (fig. 6), indicates good resolution in defining the various geotechnical entities and a close agreement with the cross-hole results.
Fig. 7. Observed seismograms.

Fig. 8. Isoline representation of $k$-$f$ stack as a function of frequency and phase velocity for measured data. Vector indicates fundamental mode.
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Fig. 9. Comparison of calculated and theoretical dispersion curves for field data.

5. Conclusions

A method for determining S-wave profiles of the upper geological layers, using artificially generated short period Rayleigh waves (ground roll) has been presented in this study.

By using wavenumber-frequency stacks to assess the phase velocity dispersion curve and Householder transformation to speed up the inverse problem an algorithm has been developed suitable to be incorporated in almost all PC-based engineering seismographs.
Shear velocity profiles obtained using the method show a good correlation with results from verification borings and direct cross-hole shear wave velocity measurements. The method can be easily applied for studying the lateral variation of shallow shear-wave velocity which is a critical parameter during microzonation investigations.
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Appendix 1. Proof of eq. (2.7).

The modulus of the resolving function can be expressed as:

$$|W_m| = \left| \sum_n e^{Z_n x_n} \right|.$$  \hspace{1cm} (A.1.1)

Where

$$Z_m = -\gamma_m(f) + i[k - k_m(f)].$$  \hspace{1cm} (A.1.2)

If the seismic source is at a distance $x_0$ from the first geophone we can write:

$$|W_m| = e^{-\gamma_m(f) x_0} \left| \frac{e^{Z_m N \Delta x} - 1}{e^{Z_m \Delta x} - 1} \right| =$$

$$= e^{-\gamma_m(f) x_0} \left| e^{\frac{Z_m (N-1) \Delta x}{2}} \frac{\sin\left(\frac{Z_m N \Delta x}{2}\right)}{\sin\left(\frac{Z_m \Delta x}{2}\right)} \right|$$

which, when we consider the modulus of the complex sine function becomes eq. (2.7).

Appendix 2. Proof of eq. (2.12).

Consider the following set of linear differential equations

$$Lu = \sum_j k_j M_j u.$$ \hspace{1cm} (A.2.1)

From classical variational theory we can write (e.g., Butkov, 1968)

$$\delta k = \frac{1}{U} \int u^T (\delta Lu - \sum_j k_j \delta M_j u) \, dz$$ \hspace{1cm} (A.2.2)

where

$L, M =$ linear differential operators;

$k =$ eigenvalue found at $f$;

$u =$ vector of eigenfunctions.

Let $L = \frac{d}{dz} A - \frac{d}{dz} \cdot \frac{M_0 = -\omega^2 \rho, M_1 = \left( B^T \frac{d}{dz} - \frac{dB}{dz} \right), M_2 = C. Substituting these values into eq. (2.12) gives an exactly equivalent form to (A.2.1). So we can adopt that the integral (A.2.2) is a valid expression for eigen-
value perturbation in our case. Substituting into the integral we obtain

\[
\delta k \int_0^\infty \left( r^T B r \frac{dr}{dz} - r^T \frac{dB r}{dz} + 2 k r^T Ca \right) dz =
\]

\[
= \left[ \int_0^\infty r^T \frac{d}{dz} \left( \delta A \frac{dr}{dz} \right) + r^T r \omega^2 \delta \rho - k r^T \delta B r \frac{dr}{dz} + kr^T \frac{d}{dz} \delta B r - k^2 r^T \delta C r \right] dz.
\]

Integrating by parts we can write

\[
\delta k \int_0^\infty \left( 2r^T B r \frac{dr}{dz} + 2 k r^T Ca \right) dz = r^T \left( \delta \Lambda \frac{dr}{dz} + k \delta Br + \delta k Br \right) |_0^\infty +
\]

\[
+ \int_0^\infty \left( - \frac{dr^T}{dz} \delta A \frac{dr}{dz} + r^T r \omega^2 \delta \rho - 2 k r^T \delta B r \frac{dr}{dz} - k^2 r^T \delta C r \right) dz.
\]

Setting

\[
U = 2k \int_0^\infty (\lambda + 2\mu) r_1^2 + \mu r_2^2 \right) dz + 2 \int_0^\infty \left( \mu r_2^2 \frac{dr_1}{dz} - \lambda r_1 \frac{dr_2}{dz} \right) dz
\]

\[
U \delta k = \omega^2 \int_0^\infty \delta \rho (r_1^2 + r_2^2) dz - k^2 \int_0^\infty (\delta (\lambda + 2\mu) r_1^2 + \delta \mu r_2^2) dz -
\]

\[
- 2k \int_0^\infty \left( \delta \mu r_2 \frac{dr_1}{dz} - \delta \lambda r_1 \frac{dr_2}{dz} \right) dz - \int_0^\infty \left[ \delta \mu \left( \frac{dr_1}{dz} \right)^2 + \delta (\lambda + 2\mu) \left( \frac{dr_2}{dz} \right)^2 \right] dz,
\]

which is simplified as

\[
\delta k = \frac{1}{U} \int_0^\infty \omega^2 (r_1^2 + r_2^2) \delta \rho dz -
\]

\[
- \frac{1}{U} \int_0^\infty \left( kr_1 - \frac{dr_2}{dz} \right) \left( \delta (\lambda + 2\mu) + \left( kr_2 - \frac{dr_1}{dz} \right)^2 + 4kr_1 \frac{dr_2}{dz} \right) \delta \mu dz.
\]

Since

\[
(\lambda + 2\mu) = \alpha^2 \rho, \mu = \beta^3 \rho \text{ and } c = \omega/k
\]

\[
\frac{\delta (\lambda + 2\mu)}{(\lambda + 2\mu)} = 2 \frac{\delta \alpha}{\alpha} + \frac{\delta \rho}{\rho},
\]

\[
\frac{\delta \mu}{\mu} = 2 \frac{\delta \beta}{\beta} + \frac{\delta \rho}{\rho},
\]

\[
\frac{\delta c}{c} = \frac{\delta k}{k}.
\]
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These are the first order perturbations, which when substituted into (A.2.6) result

\[
\begin{align*}
\delta c &= \frac{c}{kU} \int_0^\infty \left( \left( kr_1 + \frac{dr_1}{dz} \right)^2 \frac{\delta \alpha}{\alpha} \right) dz + \\
+ \frac{c}{kU} \int_0^\infty \left( kr_2 + \frac{dr_1}{dz} \right)^2 \left( \lambda + 2\mu \right) \frac{\delta \beta}{\beta} \frac{\delta \rho}{\rho} dz + \\
+ \frac{c}{kU} \int_0^\infty \left( kr_2 + \frac{dr_1}{dz} \right)^2 \left( \lambda + 2\mu \right) \frac{\delta \rho}{\rho} dz + \\
+ \frac{c}{kU} \int_0^\infty \left( kr_2 + \frac{dr_1}{dz} \right)^2 \left( \lambda + 2\mu \right) \frac{\delta \rho}{\rho} dz.
\end{align*}
\] (A.2.10)

This equation, which is equivalent to eq. (2.13), defines the inverse problem to be solved.