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S U M M A R Y
On 24 August 2016 at 01:36 UTC a ML6.0 earthquake struck several villages in central Italy,
among which Accumoli, Amatrice and Arquata del Tronto. The earthquake was recorded by
about 350 seismic stations, causing 299 fatalities and damage with macroseismic intensities
up to 11. The maximum acceleration was observed at Amatrice station (AMT) reaching
916 cm s–2 on E–W component, with epicentral distance of 15 km and Joyner and Boore
distance to the fault surface (RJB) of less than a kilometre. Motivated by the high levels of
observed ground motion and damage, we generate broad-band seismograms for engineering
purposes by adopting a hybrid method. To infer the low frequency seismograms, we considered
the kinematic slip model by Tinti et al . The high frequency seismograms were produced
using a stochastic finite-fault model approach based on dynamic corner-frequency. Broad-
band synthetic time-series were therefore obtained by merging the low and high frequency
seismograms. Simulated hybrid ground motions were compared both with the observed ground
motions and the ground-motion prediction equations (GMPEs), to explore their performance
and to retrieve the region-specific parameters endorsed for the simulations. In the near-fault
area we observed that hybrid simulations have a higher capability to detect near source effects
and to reproduce the source complexity than the use of GMPEs. Indeed, the general good
consistency found between synthetic and observed ground motion (both in the time and
frequency domain), suggests that the use of regional-specific source scaling and attenuation
parameters together with the source complexity in hybrid simulations improves ground motion
estimations. To include the site effect in stochastic simulations at selected stations, we tested
the use of amplification curves derived from HVRSs (horizontal-to-vertical response spectra)
and from HVSRs (horizontal-to-vertical spectral ratios) rather than the use of generic curves
according to NTC18 Italian seismic design code. We generally found a further reduction of
residuals between observed and simulated both in terms of time histories and spectra.

Key words: Earthquake ground motions; Earthquake hazards; Seismic attenuation; Site
effects.

1 I N T RO D U C T I O N

A Mw 6.0 earthquake occurred on 24 August 2016 at 3:36 am local
time in central Italy, 1 km far from the Accumoli village and 9 km
from the Amatrice town (latitude 42.70◦, longitude 13.23◦, depth
8.1 km, INGV-CNT Seismic Bulletin), according to the epicentral
location led out through the Istituto Nazionale di Geofisica e Vul-
canologia (INGV) seismic network (ISIDe 2016). The fault plane
solution indicated normal faulting, according to the extensional
tectonic regime in Central Apennines related to the opening of the
Tyrrhenian back-arc basin, Fig. 1 (e.g. Barchi et al. 1998; Lavec-
chia et al. 1994; Cavinato & De Celles 1999). Using both geological
and seismological evidences, several authors (Aringoli et al. 2016;

EMERGEO 2016; Falcucci et al. 2016; Pucci et al. 2017) identified
the fault with several different segments of the Laga Mounts fault
system (Campotosto and Amatrice fault segments, in Fig. 1, CF and
AFs, respectively). Seismic activity continued for the next months,
aftershocks being concentrated in a roughly 50-km-long area ex-
tending towards Norcia. It culminated with an Mw 5.9 earthquake,
which occurred on 26 October at the northernmost extent of the
sequence, and with a Mw 6.5 event, the largest of the sequence, on
30 October.

In this paper, we focus on the Amatrice earthquake, the first main
event of the seismic sequence, since it caused major destruction
with macroseismic intensities up to 10–11 (QUEST 2016; Zanini
et al. 2016; Galli et al. 2016a,b). The rupture history inferred by
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Figure 1. Map showing the regional setting of the 24 August 2016 central Italy main shock. The epicentre of 24 August 2016 M 6.0 main shock is indicated
with a yellow star. We also show epicentres of the following earthquakes: 26 October 2016 M 5.9 (green star), 30 October 2016 M 6.5 (red star) earthquakes,
and L’Aquila 6 April 2019 M 6.1 (grey star). Seismic events occurred during the 2016 seismic sequence with magnitude over than 5 and between 4 and 5, are
plotted with black and blue dots, respectively (INGV catalogue, ISIDE 2016). Active faults in the region by Falcucci et al. (2016) are shown as well.

Tinti et al. (2016) suggested evident directivity effects, with higher
ground motion parameters (PGA and PGV) at stations along the
rupture direction (towards N–NW) and updip towards Amatrice.
Lower ground motion parameters were found at stations in the NE
and SW sectors. Evident forward directivity caused by the fast rup-
ture propagation towards NW direction along the seismogenic fault,
has also been recognized through the analysis of the instrumental
data (Calderoni et al. 2017; Lanzano et al. 2016; Pischiutta et al.
2016; Luzi et al. 2017; Ren et al. 2017).

In this study, we produced broad-band time histories for the Mw

6.0 main shock occurred on 24 August 2016. This topic is very im-
portant in modern earthquake engineering applications where the
entire time-series are required. In fact, contrary to the standard prac-
tice where ground-motion intensity is evaluated through GMPEs,
the entire time histories can consider the effects of amplitude, phase,
frequency content and duration, particularly for large-magnitude
earthquakes at closer distances.

Since the pioneering works of Hartzell (1978) and Irikura
(1986), many methodologies have been proposed in last three
decades for simulating realistic ground motions, spanning from
deterministic physics-based models to stochastic and hybrid meth-
ods. Deterministic methods widely used for engineering purposes,
are reliable at frequencies up to 0.5–1 Hz (Douglas & Aochi
2008; Pitarka et al. 2019), but lack the accurate representation
of wave propagation at higher frequencies. In stochastic meth-
ods, heterogeneous finite source models are stochastically generated

(Guatteri et al. 2003, 2004; Schmedes & Archuleta 2008; Schmedes
et al. 2010), through dynamic simulations (Song et al. 2014) or
through the statistics of inverted kinematic source models (e.g. Mai
& Beroza 2003). Stochastic simulations are generally simpler and
quicker and more convenient to operate, leading to determine wave
propagation at higher frequencies.

In the hybrid method, adopted in this work, synthetic time-series
of ground motion cover the entire frequency band of engineering in-
terest (0–10 Hz). This method takes advantage of the strengths of a
deterministic approach at low frequencies and a stochastic approach
at high frequencies (e.g. Berge et al. 1998; Hartzell et al. 1999; Mai
& Beroza 2003; Hartzell et al. 2005; Liu et al. 2006; Graves &
Pitarka 2010; Mai et al. 2010; Mena et al. 2012). Recently, Pitarka
et al. (2017) proposed a new rupture generator that combines de-
terministic (Irikura’s rupture model, Irikura & Miyake 2011) and
stochastic features (Graves & Pitarka 2010) designed to be used in
hybrid simulation methods. Similarly, in our procedures the high-
frequency seismograms (HF) are generated using a stochastic finite-
fault model approach based on a dynamic corner frequency (Mo-
tazedian & Atkinson 2005; Boore 2009) while, the low-frequency
seismograms (LF) were produced through forward simulations of
rupture models inferred by Tinti et al. (2016), up to 0.5 Hz.

Simulated hybrid ground motions are validated through the com-
parison with data recorded at 133 strong motion stations within a dis-
tance of 150 km. We also compared our simulated ground motion pa-
rameters in terms of the PGA, PGV and SAs (0.3, 1 and 2 s) by those
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estimated from two selected GMPEs to test our simulations perfor-
mance against the commonly used empirical predictions. In this
study, we intent to demonstrate that the region-specific parameters
can be successfully used in ground motion estimations also for areas
or at sites where no strong motion recordings and stations are avail-
able. The large number of recorded seismograms from the Amatrice
earthquake gives us the possibility of calibrating region-specific pa-
rameters and testing and validating our simulations.

In this aim the azimuthal variability of simulated ground motion
is also assessed to investigate the capability of the method of re-
producing the observed directivity effect. Finally, we implemented
different site amplification curves and models in order to better
account for site effects.

2 G RO U N D M O T I O N DATA

The first main shock of the central Italy seismic sequence was
recorded on 24 August 2016 by 350 seismic stations belonging
to the Italian Strong-Motion Network managed by the Department
of Civil Protection (RAN), to the Italian Seismic Network (Rete
Sismica Nazionale, RSN) managed by the Istituto Nazionale di Ge-
ofisica e Vulcanologia (INGV), and to other local networks. In this
study, we have used data recorded by 100 accelerometric strong-
ground-motion stations of RAN network and equipped with Kine-
metrics Episensor (FBA-3200 Hz) and with ETNA 18 bits or K2-
Makalu 24 bits digitizers. We have also included 32 stations of RSN
and 1 station of another network (Mediterranean Very Broadband
Seismographic Network, MedNet). The processed data were down-
loaded from the ITACA database (ITalian ACcelerometric Archive,
http://itaca.mi.ingv.it/ItacaNet 30/#/home). The soil site category
according to the Italian seismic design code (NTC18 2018) was
assigned at 42 stations through in situ velocity measurements and
prospecting, and consequently by using the Vs30 parameter. These
stations mainly belong to RAN network. For the remaining sta-
tions 91 (identified with symbol ∗ in Table 1), the soil site category
was inferred on the basis of the outcropping lithology and other
geological inferences, as published in the ITACA database.

Further details can be found in Table 1 where for each station the
soil site classification is reported together with the Joyner–Boore
distances with respect to fault plane, the maximum horizontal peak
ground acceleration (PGA) and peak ground velocity (PGV) values
recorded during the main shock. Station location is shown in Fig. 1,
with the fault projection and the hypocentre of the main shock, as
well as in Fig. 2. Symbol colour indicates at each station the soil
site category.

3 H Y B R I D B ROA D - B A N D S I M U L AT I O N
M E T H O D

We generated broad-band synthetic time histories following a hybrid
approach using both the location of the considered 133 recording
stations and the location of 961 virtual stations distributed in each
4-km grid space. The LF portion of the synthetics at all stations
was calculated by using the rupture model inferred from Tinti et al.
(2016). This model has been retrieved by using a non-negative,
least squares inversion method with simultaneous smoothing and
damping (Dreger et al. 2005) and by inverting 21 recorded strong
motion waveforms belonging to both the RAN and RSN networks at
frequencies up to 0.5 Hz. To generate the LF synthetic waveforms in
velocity we use the forward modelling of Tinti et al. (2016) applied
at all the stations for frequencies up to 1 Hz.

Conversely, the HF portion of synthetics was attained by us-
ing a stochastic finite-fault simulation model, based on dynamic
corner frequency deeply explained in the following section (Mo-
tazedian & Atkinson 2005; Boore 2009). The broad-band time his-
tories were then estimated merging the HF and LF ground motions
in the frequency domain at each station following Mai & Beroza
(2003). First, HF and LF signals were synchronized using a long-
and short-time average (LTA/STA) automatic picking algorithm.
To avoid mismatch in the plateau levels between the HF and LF
spectrum, we rotated the two horizontal low frequency components
by increments of 1◦. As a criterion for the merging procedure we
considered the consistency of the plateau level of acceleration in
the Fourier space around the 1 Hz frequency. The application of this
procedure resulted in hybrid broad-band signals related to the hori-
zontal components of ground motion. More details can be found in
Akinci et al. (2017).

3.1 Stochastic simulation method and parameters

The HF portion of synthetics was attained by using a stochastic
finite-fault simulation model, based on dynamic corner frequency.
Stochastic simulation method considers the physics-based rupture
process and requires well-defined source and slip distribution, as
well as path, and site effects within the region of interest. The total
spectrum of ground motion at a site is given by the product of the
contribution of source, path and site effects, as:

A (M0, r, f ) = E(M0, f ) · P (R, f ) · G ( f ) , (1)

where M0, f and R are the seismic moment, the corner frequency and
the hypocentral distance from the observation point, respectively.
The term E(M0, f ) is related to the contribution of the seismic
source while the terms P(R,f) and G(f) refer to the spectrum modifi-
cation caused by propagation and site effects, respectively. Further
description will be given in the following sections. The time-domain
stochastic simulations were iteratively repeated five times following
Boore (2005), who reported that the uncertainties in peak ground
motions are lower than 10 per cent when the number of iterations
is increased from 10 to 640 (fig. 12 in Boore 2005). Results are
therefore represented by the root mean square of the five iterations
at each site.

In order to generate reliable results, it is crucial to set the simula-
tions with well-resolved model parameters since a high variability in
parameters results in very different expected ground motion levels.
Thus, it is important to use as much as possible a priori infor-
mation and consolidated models. Therefore, to reproduce the high
frequency part of time histories we used the regional attenuation
model realized after L’Aquila earthquake (Malagnini et al. 2011)
and the source model published soon after Amatrice earthquake
(Tinti et al. 2016). Finally, to consider the effect of the surface
velocity variations, we used the site classification given in ITACA
database for each station, using three distinct curves related to sites
A, B, C and D, as prescribed by the Italian seismic design code
(NTC18).

3.1.1 Finite-fault source model

Concerning the source, we considered the kinematic source model
provided by Tinti et al. (2016) obtained by inverting strong-
motion data recorded at 21 stations. These authors used inter-
ferometric images to discriminate the fault plane among those
suggested by the moment tensor solution (TDMT) released by

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/224/3/1753/5899743 by IN

G
V user on 29 D

ecem
ber 2020

http://itaca.mi.ingv.it/ItacaNet_30/#/home


1756 M. Pischiutta et al.

T
ab

le
1.

In
fo

rm
at

io
n

on
st

at
io

ns
re

co
rd

in
g

th
e

24
A

ug
us

t
20

16
ce

nt
ra

l
It

al
y

m
ai

n
sh

oc
k

an
d

co
ns

id
er

ed
in

th
is

st
ud

y.
A

st
er

is
ks

in
th

e
S

it
e

cl
as

s
co

lu
m

n,
in

di
ca

te
ca

se
s

w
he

re
th

e
si

te
cl

as
si

fi
ca

ti
on

ac
co

rd
in

g
to

E
C

-1
8

an
d

N
T

C
18

ha
s

be
en

de
du

ce
d

on
th

e
ba

si
s

of
th

e
lo

ca
lg

eo
lo

gi
ca

lc
on

di
ti

on
s.

S
ta

ti
on

co
de

S
ta

ti
on

na
m

e
N

E
T

L
A

T
L

O
N

S
it

e
cl

as
s

(E
C

18
)

M
od

A
zi

m
ut

h
(d

eg
fr

om
N

)
S

ec
to

r
R

JB
di

st
(k

m
)

re
c

P
G

A
E

-W
(c

m
ss

–1
)

re
c

P
G

A
N

-S
(c

m
ss

–1
)

re
c

P
G

V
E

-W
(c

m
s–1

)

re
c

P
G

V
N

-S
(c

m
s–1

)

H
yb

ri
d

B
B

P
G

A
(c

m
ss

–1
)

H
yb

ri
d

B
B

P
G

V
(c

m
s–1

)

H
yb

ri
d

B
B

P
S

A
0.

3
s

(c
m

ss
–1

)

H
yb

ri
d

B
B

P
S

A
1

s
(c

m
ss

–1
)

H
yb

ri
d

B
B

P
S

A
2

s
(c

m
ss

–1
)

A
M

T
A

m
at

ri
ce

IT
42

.6
32

5
13

.2
86

6
B

17
2

S
0.

88
85

0.
80

36
8.

39
43

.5
5

41
.5

0
59

9.
74

29
.2

5
0.

94
0

0.
19

3
0.

04
6

A
N

B
A

nc
on

a2
IT

43
.5

92
2

13
.5

07
4

B
∗

37
N

83
.0

6
30

.7
5

23
.6

9
2.

10
1.

90
14

.3
2

1.
73

0.
02

6
0.

02
5

0.
00

5
A

N
T

A
nt

ro
do

co
IT

42
.4

18
2

13
.0

78
6

A
22

6
S

26
.1

6
14

.0
9

23
.0

8
2.

42
3.

82
53

.5
6

2.
75

0.
11

5
0.

04
9

0.
00

7
A

P
E

C
A

pe
cc

hi
o

IV
43

.5
58

46
12

.4
19

91
B

∗
35

0
N

97
.1

8
1.

34
1.

46
0.

22
0.

29
5.

64
0.

71
0.

02
2

0.
01

2
0.

00
2

A
Q

F
L

A
qu

il
a

Fi
um

e
A

te
rn

o
IT

42
.3

80
7

13
.3

54
7

B
∗

18
8

S
28

.7
7

43
.3

8
37

.2
5

2.
62

2.
40

52
.9

3
4.

53
0.

11
1

0.
04

3
0.

01
7

A
Q

G
L’

A
qu

il
a—

C
ol

le
G

ri
ll

i
IT

42
.3

73
7

13
.3

37
B

19
0

S
29

.0
5

50
.9

5
58

.0
1

5.
01

5.
17

53
.8

5
3.

23
0.

17
0

0.
04

6
0.

01
5

A
Q

K
L

A
qu

il
a

A
qu

il
pa

rk
IT

42
.3

45
13

.4
00

9
B

18
4

S
33

.8
6

49
.5

2
57

.0
3

9.
03

9.
80

45
.1

8
4.

60
0.

14
2

0.
05

9
0.

01
4

A
Q

U
A

qu
il

a
C

as
te

ll
o

M
N

42
.3

53
9

13
.4

01
9

B
∗

18
4

S
32

.9
9

23
.0

8
25

.3
4

3.
25

4.
29

46
.0

0
3.

13
0.

11
0

0.
03

2
0.

01
0

A
Q

V
L

A
qu

il
a

C
en

tr
o

V
al

le
IT

42
.3

77
1

13
.3

43
9

B
18

9
S

28
.8

6
59

.6
0

45
.2

7
3.

93
4.

40
55

.7
3

4.
76

0.
17

4
0.

05
3

0.
01

4
A

SP
A

sc
ol

iP
ic

en
o

IT
42

.8
48

13
.6

47
9

B
88

N
31

.3
6

86
.7

6
85

.7
2

3.
45

3.
12

73
.5

8
6.

20
0.

13
0

0.
07

8
0.

01
6

A
SS

A
ss

is
i

IT
43

.0
75

12
.6

04
1

B
∗

33
3

N
48

.2
4

42
.1

1
21

.5
7

1.
87

1.
88

34
.9

9
2.

26
0.

11
0

0.
04

9
0.

00
9

A
T

C
C

C
as

a
C

as
ta

ld
a

IV
43

.1
85

14
12

.6
39

94
B

∗
34

2
N

53
.6

7
28

.3
7

22
.6

0
1.

81
2.

19
25

.2
8

2.
18

0.
07

2
0.

03
0

0.
00

8
A

T
F

O
M

on
te

Fo
ce

—
G

ub
bi

o
IV

43
.3

66
6

12
.5

71
5

B
∗

34
8

N
72

.6
5

9.
56

11
.5

7
1.

33
1.

41
14

.7
9

1.
37

0.
03

4
0.

01
6

0.
00

6
A

T
L

O
M

on
te

L
ov

es
co

IV
43

.3
15

16
12

.4
07

26
B

∗
33

9
N

77
.3

8
5.

87
6.

80
1.

07
1.

20
16

.4
4

1.
98

0.
04

3
0.

02
6

0.
01

0
A

T
N

A
ti

na
IT

41
.6

20
3

13
.8

01
2

A
∗

18
2

S
12

0.
75

2.
24

3.
16

0.
58

0.
73

3.
86

0.
63

0.
00

9
0.

01
3

0.
00

4
A

T
P

C
Po

gg
io

C
as

te
ll

ac
ci

o
IV

43
.4

80
7

12
.4

57
B

∗
34

8
N

88
.4

0
11

.2
1

7.
75

1.
24

1.
65

12
.7

6
1.

11
0.

02
9

0.
02

4
0.

00
8

A
T

T
E

A
V

T
—

M
on

te
Te

zi
o

IV
43

.1
97

9
12

.3
53

6
A

∗
33

2
N

72
.8

4
4.

70
4.

92
0.

81
0.

93
7.

24
1.

06
0.

01
9

0.
01

3
0.

00
2

A
T

V
O

A
V

T
—

M
on

te
V

al
en

ti
no

IV
43

.3
82

11
12

.4
06

63
B

∗
34

2
N

82
.6

5
6.

11
5.

53
0.

97
1.

23
11

.2
9

1.
25

0.
03

8
0.

02
2

0.
00

3
A

V
Z

A
ve

zz
an

o
IT

42
.0

27
4

13
.4

25
9

C
19

2
S

68
.1

1
9.

79
13

.3
2

1.
61

1.
92

23
.8

1
2.

58
0.

04
8

0.
03

9
0.

01
3

B
SS

B
us

si
IT

42
.1

91
7

13
.8

45
3

B
∗

16
2

S
66

.2
6

14
.0

7
20

.9
7

1.
25

2.
37

17
.2

1
1.

89
0.

03
9

0.
02

5
0.

00
7

B
T

T
2

B
or

go
O

tt
om

il
a

2
IT

41
.9

98
33

13
.5

43
06

D
18

6
S

73
.8

9
22

.0
1

24
.9

4
6.

68
8.

49
35

.5
4

3.
45

0.
09

4
0.

06
4

0.
01

6
B

V
G

B
ev

ag
na

IT
42

.9
32

3
12

.6
11

C
32

1
N

41
.3

7
39

.1
4

49
.2

2
5.

97
6.

22
48

.9
7

3.
75

0.
13

8
0.

03
8

0.
01

7
B

Z
Z

L
A

qu
il

a
B

az
za

no
IT

42
.3

37
13

.4
68

5
B

17
8

S
36

.9
2

24
.7

3
28

.8
8

2.
84

3.
49

46
.6

2
2.

99
0.

10
4

0.
03

2
0.

00
9

C
A

D
A

C
ap

od
ar

co
IV

43
.1

94
2

13
.7

61
4

B
∗

62
N

57
.1

7
30

.4
5

33
.9

7
5.

72
5.

65
28

.7
8

2.
21

0.
05

9
0.

02
9

0.
01

6
C

C
T

C
it

tà
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BB simulation of 2016 Amatrice mainshock 1759

Figure 2. Map showing stations considered in this study, belonging to RAN network and up to an epicentral distance of 150 km (reverse triangles). We also
included some stations of RSN network (triangles). Symbol colour is related to site classification according to NTC18 on the basis of Vs30 parameter We also
plot stations belonging to other networks (RSN and local) that we have not considered.

INGV (http://cnt.rm.ingv.it/event/7073641/?tab=MeccanismoFoca
le-TDMTinfo), finally proposing a fault plane with N156◦ strike
and 50◦ dip (towards SW). The adopted fault dimension is 26 km
long and 16 km width. The Green’s functions are computed by
using the CIA (Central Italian Apennines) 1-D velocity model in-
ferred for the Central Apennines during the 2009 L’Aquila sequence
(Herrmann et al. 2011).

This multiwindow rupture model is composed by three-time win-
dows not overlapped in time and activated with relatively fast rupture
velocity (3.1 km s–1) and a constant rise time of 1.2 s (for each time
window). The total inferred seismic moment is 1.6 × 1018 Nm,
corresponding to a magnitude Mw of 6.1. The rupture is bilateral
and the inferred slip distribution shows two main slip patches: the
southeastern one (4 km updip from the hypocentre) has a relatively
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1760 M. Pischiutta et al.

large maximum slip (99 cm), with a rake roughly around 120◦ while
the northwestern patch is the largest one and is located ∼10 km from
the hypocentre at a similar depth ∼4.2 km, with an average mean
slip of 55 cm and rake roughly 70◦.

The slip distribution proposed by Tinti et al. (2016, Fig. 3) was
used in our stochastic simulation, interpolating the fault surface
from the original 2 km × 2 km subfaults into 0.5 km × 0.5 km sub-
faults, and using a k2 fault slip spectrum (Herrero & Bernard 1994).

Motazedian & Atkinson (2005) proposed an implementation of
Boore (2009) method, based on a dynamic corner frequency ap-
proach. Since the slipping portion of the fault increases with time,
also the corner frequency of the subfaults would decrease with time,
decreasing radiated energy at high frequencies. Thus, the percent-
age of pulsing area controls the level of spectra at low frequencies.
Ground motion of the entire fault is estimated by summing up the
contributions of each subfault and using a relative delay time �ti j

the wave radiated from the ijth subfault to reach the observation
point, where nl and nw are the number of subfaults along the length
and width of the main fault:

a (t) =
nl∑

i=1

nw∑
j=1

ai j

(
t + �ti j

)
(2)

The contribution of the ijth subfault on the acceleration spectrum
is expressed as:

Ei j

(
M0i j , f

) =
{

CM0i j Hi j(2π f)2/
[
1 + (

f/f0i j

)2
]}

, (3)

where M0i j , f0i j and Ri j are the ijth subfault seismic moment, dy-
namic corner frequency and distance from the observation point,
respectively. The term Hi j is a scaling factor inserted by Motaze-
dian & Atkinson (2005) to conserve the high-frequency spectral
level of subfaults. The constant C is given by:

C = �θϕ FV/
(
4πρβ3

)
, (4)

where � is the radiation pattern, F is the free surface amplification
(2.0), V is partition into two horizontal components (0.71), β is
shear wave velocity and ρ is the density.

The dynamic corner frequency of the ijth subfault is defined as a
function of the stress drop (�σ in bar) and seismic moment (M0 in
dyne.cm) of each ijth subfault following equation (Boore 2003):

f0i j (t) = NR(t)−
1
3 4.9 × 106β

3

√(
�σ

M0

)
. (5)

According to Ugurhan et al. (2010), we adopted a value of
150 bar for the stress drop, �σ . This latter parameter controls
the high-frequency spectral amplitudes. In order to conserve the
high-frequency spectral level of the subfaults, considering the cor-
ner frequency as a function of time, Motazedian & Atkinson (2005)
introduced the scaling factor NR(t)−

1
3 in eq. (5). Consequently, the

corner frequency is dependent on the cumulative rupture area, rup-
ture beginning at high corner frequencies and progressing to lower
ones with the rupture evolution. The major advantage of the dy-
namic corner frequency approach is that the high-frequency energy
radiated is conserved regardless of subfault size and the method
can be used for a broader magnitude range. All the spectral source
parameters used for the HF ground-motion simulations are listed in
Table 2.

3.1.2 High-frequency seismic wave attenuation model

Seismic attenuation in stochastic simulation plays a major role,
controlling the overall shape and amplitude of simulated spectra.
Following eq. (1) the contribution of the path is given by the term
P(R, f ) that is represented on average as a combination of geomet-
rical spreading Z (R) and anelastic attenuation as follow:

P (R, f ) = Z (R) · exp

(
−π fRi j

Qβ

)
. (6)

In this study, to set the attenuation parameters, we used a well-
resolved region-specific attenuation model published after the 2009
L’ Aquila earthquake and proposed by Malagnini et al. (2011). It
was obtained from several regressions of 170 weak-motion records
belonging to foreshocks and aftershocks of the 2009 L’Aquila seis-
mic sequence. This model was realized through regression analy-
ses of velocity time-series and Fourier spectra from 0.1 to 10 Hz,
recorded at distances between 40 and 350 km, by using a narrow
bandpass filter evaluated on the basis of the corner frequency of
the event. It provides the average features of three contributions in
the wave propagation: geometrical attenuation, anelastic attenuation
and ground motion duration.

The parameters adopted in this study are listed in Table 3. For
distances beyond 100 km, we set for the geometrical parameter
Z(R) a value r−0.5 similar to the theoretical one expected for surface
waves. For shorter distance we set r−1.1 and r−1.0 similarly to the
expected value for the body waves propagation in the crustal. The
regional anelastic attenuation is represented on average as a function
of frequency, as reported in Table 3.

3.1.3 Site amplification for generic soil classes

Site effects refer to contribute of local site geology on ground mo-
tion. They are very important since they can strongly affect the
amplitude, frequency content, and duration of ground motion. They
depend on the seismic velocity pattern and the presence of ve-
locity and impedance contrast in the subsoil. According to Boore
(2003), the frequency-dependent modification of seismic spectrum
due to site effects [G( f ) in eq. 1] are considered in the stochas-
tic simulation computer code, EXSIM, through the combination of
the amplification [A( f )] and attenuation [D( f )] contributions as
follow:

G ( f ) = A ( f ) · D ( f ) . (7)

The term A( f ) refers to wave amplification, while the term D( f )
is a diminution operator accounting for de-amplification effects
from the near-surface and given by:

D ( f ) = exp (−πκ0f ) . (8)

It is defined through the κ0 filter according to Anderson & Hough
(1984). Site effects are taken into account in seismic design codes
of many countries through the shear wave velocity profile and the
average shear-wave velocity of the subsoil in the first 30 m, given
by the Vs30 parameter. The Italian seismic design prescribes five
classes:

NTC - 18

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

V s30 > 800 m s−1 class-A
800 m s−1 > V s30 > 360 m s−1 class-B
360 m s−1 > V s30 > 180 m s−1 class-C
V s30 < 180 m s−1 class-D
particular cases class-E

(9)

For the considered 133 stations, the shear-wave velocity profile
measured in situ is provided in ITACA database only for a minor
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Figure 3. Slip model distribution by Tinti et al. (2016) adopted in this study. The yellow star indicates the hypocentre of the 24 August 2016 main shock.
Left-hand panel: original slip model by Tinti et al. (2016); Right-hand panel: slip model obtained applying the k2 distribution.

Table 2. Spectral source parameters used in the high frequency (HF) stochastic ground-motion simu-
lations considering the fault slip model by Tinti et al. (2016).

Source parameters

Fault orientation (strike and dip) 156◦–50◦
Fault dimensions (km) 26.5 × 15
Moment magnitude 6.0
Corner of the upper edge (lat, lon) 42.87726 13.21006
Depth of the top of the fault plane (km) 0.25
Subfault dimensions (km) 0.5 × 0.5
Source spectrum model Single corner-frequency, ω2

Stress parameter, �σ (bars) 150.0
Shear-wave velocity at source depth, β (km s–1) 3.2
Density at source depth, ρ (g cc–1) 2.8
Rupture propagation speed (km s–1) fixed at 3.1 km s–1

Pulsing area percentage 0.5

Table 3. Spectral propagation parameters used in the high frequency (HF) stochastic ground-motion
simulations.

Propagation parameters

Geometric spreading, Z(r)

R−1.1 f or 1 < R < 10 km
R−1.0 f or 10 < R < 40 km
R−0.7 f or 40 < R < 100 km
R−0.5 f or R > 100 km

Anelastic attenuation, Q(f)
275(10 f )−2 f or f < 0.2 Hz
68.75(5 f )0.584 f or 0.2 < f < 0.6 Hz
140 f 0.25 f or f > 0.6 Hz

0.02 for A class (NTC18)
Kappa k0 (s) 0.03 for B class (NTC18)

0.04 for C class (NTC18)
0.045 for D class (NTC18)

Other parameters
Source duration 1/fa
Distance-dependent duration 0.05R
Windowing function Saragoni & Hart (1974)

percentage of them (42 over 133 stations). Therefore, in the ab-
sence of direct measurements, the soil site category according to
the Italian seismic design code (NTC18) was derived from indi-
rect evaluations made considering the outcropping lithology and
the inferred geological structure. In this case an asterisk is added
in Table 1 after the subsoil site class. Even if the assignment of the
site class on the basis of the outcropping lithology is a common

practice when the velocity profile is missing, we stress that it can
lead to a wrong estimate of local site response due to unpredicted
effects as vertical and/or lateral variation of geotechnical proper-
ties due to the sedimentation process, heterogeneities in volcanic
deposits due to palaeosoils and palaeo-topographies, presence of
fractures in rocks, and many others related to geological assessment
variability.
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1762 M. Pischiutta et al.

Since for the most part of stations the velocity profile was not
available, in this study we needed to use amplification curves rep-
resentative of the different site classes (eq. 9). Many studies in
literature have provided generic amplification curves for the Na-
tional Earthquake Hazard Reduction Program, NEHRP, seismic
code adopted in the United States, U.S. (e.g. Boore & Joyner 1997;
Boore 2003, 2016; Campbell & Boore 2016). However, the class
threshold for Italian and U.S. seismic design code are different, as
shown in Table 4. Such differences between seismic codes reflect
the different geological context and lithological features of the two
countries. As an example, while for the NTC18 the seismic bedrock
is represented by the uppermost class-A with Vs30 over 800 m s–1, in
the NEHRP it involves rocks with Vs30 over 1500 m s–1, represented
by the ‘Hard Rock profile’ (e.g. Atkinson & Boore 2006). Another
example regards the ‘Generic rock profile’ (Boore 2016), related to
the NEHRP B/C boundary and to Vs30 of 760 m s–1, which could be
used as representative of Italian NTC18 class-B. However, in-our
opinion, the Vs30 of 760 m s–1 is too close to the boundary between
class-A and class-B (800 m s–1). Therefore, here we adopted as rep-
resentative of NTC18 class-B an amplification curve proposed in
Boore & Joyner (1997), and related to Vs30 of 520 m s–1 as corre-
sponding to NEHRP class-C. Consistently, for NTC18 class-C, we
selected the amplification curve proposed in Boore & Joyner (1997)
related to Vs30 of 255 m s–1 (corresponding to NEHRP class-D).
Further details can be found in Table 5. Considering the previ-
ously mentioned differences between rock conditions in the two
seismic codes, for NTC18 class-A, we generated a velocity pro-
file typical for Italian soft rocks (limestones, marls and flysch),
without strong impedance contrasts. Similarly, for the four stations
lying in NTC18 class-D (corresponding to NEHRP class-E), we
produced another curve creating a velocity profile with Vs30 in the
ranges prescribed by NTC18 (<180 m s–1) and without significant
impedance and velocity contrasts. Further details can be found in Ta-
ble 6. We followed Boore (2003, 2005) using the quarter wavelength
approach:

A ( f (z)) =
√

ρSβS

Z̄ ( f )
, (10)

where ρSβS is the seismic impedance at the source and Z̄ ( f ) is
the average of seismic impedance in a layer with impedance ρzβz ,
whose depth z( f ) depends on a quarter wavelength:

Z̄ ( f ) = ∫t(z( f ))
0 ρ(z)β(z)dt

∫t(z( f ))
0 dt

. (11)

z ( f ) = β̄

4 f
(12)

In Fig. 4, we show through continuous lines the four curves for
A( f ) representative, of NTC18 generic site classes (A, B, C and D).
According eq. (8), to model the spectral decay at high frequencies
in D( f ) we used the following values for κ0:

κ0 =

⎧⎪⎪⎨
⎪⎪⎩

0.02 s for class − A
0.03 s for class − B
0.04 s for class − C
0.045 s for class − D

(13)

By applying values in eqs (13) to (8), we finally obtained curves
for G( f ) accounting for both amplification and attenuation contri-
butions. They are plotted in Fig. 4 through dotted lines. The above

described values for A( f ) and κ0 were adopted in stochastic sim-
ulations for the 133 strong-ground-motion sites, according to each
station site class (reported in Table 1).

4 R E S U LT S

In this section, we discuss the performances of the hybrid ground
motion simulations in central Italy computed for the 2016 Amatrice
earthquake. At first, to validate the effectiveness of our simula-
tions to reproduce observations, we compare the synthetic hybrid
broad-band horizontal-component time histories and Fourier am-
plitude spectra with the recorded ones at selected strong ground
motion stations. Then, we compare the simulated ground-motion
parameters with the observed data and the recently published GM-
PEs. A significant directivity effect has been recognized for this
event due to the rupture fault propagation towards NW (Calderoni
et al. 2017; Lanzano et al. 2016; Pischiutta et al. 2016; Tinti et al.
2016; Luzi et al. 2017; Ren et al. 2017) for this reason in the
following, we distinguish between stations in the forward direc-
tivity and in the backward directivity sectors located north and
south of the hypocentre, respectively. Discussing about the direc-
tivity effects we also examine the less pronounced updip directivity
effect observed at near-source at low frequencies causing a pulse-
like ground motion at AMT station (Tinti et al. 2016). Later, we
exploit the same model performing broad-band simulations also
for 961 virtual sites, in order to gain insight into the spatial dis-
tribution and extent of the strong ground shaking, assessing the
spatial distribution of hybrid broad-band PGA and PGV values. Fi-
nally, we discuss the contribution of site amplification to the ground
motion.

4.1 Synthetic broad-band waveform and Fourier
amplitude at selected sites

Synthetic hybrid waveforms in comparison with the strong-ground-
motion records are given in Fig. 5, at 4 near-fault stations. Fourier
amplitude spectra are shown in Fig. 6 at 12 selected stations. We
generally found that our model is successful in explaining amplitude
levels and temporal characteristics of observed seismograms. In
the Fourier domain recorded spectral amplitudes are generally well
reproduced.

Station AMT is the closest station to the fault rupture, with epi-
central distance of 9.6 km and Joyner and Boore distance to the
fault surface (RJB) of 0.88 km. We simulated PGA of 600 cm s–2

and PGV of 29 cm s–1, while observed values ranged from 368 and
851 cm s–2 and 41.5 and 43.5 cm s–1, respectively for the two hori-
zontal components. Simulations at NRC at RJB = 2.67 km, resulted
in PGA of 307.6 cm s–2, while observed valued ranged from 353
and 367 cm s–2; simulated PGV was 19 cm s–1, while observed val-
ued ranged from 24 and 30 cm s–1. Furthermore, synthetic seismic
signals well reproduce the source velocity pulse suggesting that the
applied hybrid approach is capable to detect near source effects.
At station NOR, at RJB = 2.98 km simulated PGA is 442 cm s–2,
while observed valued ranged from 178 and 200 cm s–2; simu-
lated PGV was 27 cm s–1, while observed valued ranged from
21 and 27 cm s–1. Station RQT (RJB = 4.63 km) simulated PGA
and PGV are 261 cm s–2 and 12 cm s–1, respectively. At this sta-
tion records were available only for the E-W component, show-
ing observed PGA and PGV of 448 cm s–2 and 14 cm s–1, respec-
tively. We finally note that simulated spectra well fit observations
in Fig. 6, NOR and SPD being the only two stations showing a
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Table 4. Comparison between NEHRP and NTC18 seismic codes regarding the seismic site classification inferred on the basis of Vs30 parameter.

1500

760

360

180

800

NTC-18 NEHRP

Class-A:
Outcropping rock or very stiff soils with Vs30 > 800 m/s, 

eventually including upper superficial soils 
(thickness max=3 m)

Class-A: 
Hard rock with measured 

Vs30 > 1500 m/s

Class-B: 
Rock with measured 

760 m/s < Vs30 <= 1500 m/s

Class-C: 
Very dense soil and soft rock 
360 m/s < Vs30< = 760 m/s

Class-D: 
Stiff soil 

180 m/s < Vs30 <= 360 m/s

Class-E: 
A soil profile with
Vs30 < 180 m/s

Class-D:
Poorly-dense coarse grain soils or poorly-consistent fine grain 

soils, with improving mechanical properties at increasing 
depth, substratum depth > 30 m and Vs30 < 180 m/s   

Vs30 
(m/s)

Class-B:
Soft rocks, dense coarse grain soils or consistent fine grain 

soils with improving mechanical properties at 
increasing depth, and 360 m/s < Vs30 < 800 m/s 

Class-C:
Averagely-dense coarse grain soils or averagely-consistent 
fine grain  soils, with improving mechanical properties at 

increasing depth, and 180 m/s < Vs30 < 360 m/s

Table 5. Node points of amplification for the site amplification curves adopted in this study for sites B and
C according to NTC18 (from Boore & Joyner 1997).

NTC18 B-Class (from Boore &
Joyner 1997, corresponding to

NEHRP class C, Vs30 = 520 m s–1)

NTC18 C-Class (from Boore &
Joyner 1997, corresponding to

NEHRP class D, Vs30 = 255 m s–1)
Frequency (Hz) Amplification Amplification

0.01 1 1
0.09 1.21 1.21
0.16 1.32 1.32
0.51 1.59 1.59
0.84 1.77 1.77
1.25 1.96 1.96
2.26 2.25 2.25
3.17 2.42 2.42
6.05 2.7 2.7
16.6 3.25 3.25
61.2 4.15 4.15

higher frequency content on simulations than in observed ground
motion.

Stations SPD and PCB (class-B site), in the southern side of
the fault at comparable Joyner–Boore distances (RJB = 15.6 and
10.1 km), show a general good agreement between simulated and
recorded acceleration Fourier amplitude and ground motion lev-
els. Also, at increasing distances simulated acceleration spectrum
well fits with observation, as visible on stations MNF (class-A
site) and CTD (class-B site), located at increasing distances (RJB =
20.4 and 35.1 km, respectively). Despite the general good consis-
tency, in some cases simulations were not able to reproduce partic-
ular features of the observed acceleration spectrum. An example is
represented by FEMA (class-B site), in the northern fault side at
13.9 km, where simulations were not able to reproduce a spectral

peak at about 2 Hz, prominent on the acceleration spectrum of the
EW component.

We also analysed the differences between stations at comparable
distances and belonging to different site classes. As an example,
in Fig. 6 we report CTD and TRE, at comparable RJB distances.
Ground motion levels increase from CTD, belonging to class-B
site (simulated PGA = 36.8 cm s–2, PGV = 3.7 cm s–1) to TRE
(RJB = 30.2 km; simulated PGA and PGV values 49.2 cm s–2 and
5.1 cm s–1), belonging to class-C site, due to the increasing of the site
amplification effect. In fact, site class-C is related to lower velocity
values in the subsoil that cause amplification. At some stations we
finally observed a particular behaviour due to site amplification ef-
fects unaccounted in our generic curves. An example is represented
by stations AQV and AQK, located at about the same distance and
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Table 6. Node points of amplification for the site amplification curves created in this study for sites A and
D, according to NTC18.

NTC18 A-Class created in
this study for Italian rock

conditions,
Vs30 = 1163 m s–1)

NTC18 D-Class created in
this study and corresponding

to NEHRP class E,
Vs30 = 163 m s–1)

Frequency (Hz) Amplification Frequency (Hz) Amplification

0.1 1 0.0 1
0.49 1.07 0.1 1.82
0.58 1.1 0.1 2.35
0.68 1.12 0.4 3.21
1.46 1.22 0.4 3.44
2.84 1.33 0.5 3.64
5.1 1.46 1.3 5.05
7.72 1.58 2.7 6.23
9.96 1.68 5.1 6.88
10.8 1.71 7.7 6.99
13.78 1.79 10.0 6.99
15.01 1.82 10.8 6.99
17.42 1.89 13.8 6.99
19.66 1.93 15.0 7
21.1 1.96 17.4 7
22.9 1.98 19.7 7
31.59 2.09 21.1 7
36.53 2.13 22.9 7
58.33 2.2 31.6 7

classified as a class-B soil category. At station AQV (RJB = 28.9 km)
observed ground motion is quite well reproduced both in frequency
(see Fig. 6) and time domain (simulated PGA = 55.7 cm s–2,
PGA = 4.7 cm s–1; observed PGA between 45.3 and 59.6 cm s–2,
PGV between 3.9 and 4.4 cm s–1). Conversely, at station AQK
(RJB = 33.9 km) simulations are not able to capture a low frequency
amplification peak at about 0.8 Hz, recognized in literature as due
to a well-known impedance contrast occurring at depth larger than
30 m in a sedimentary basin (e.g. De Luca et al. 2005; Akinci et al.
2010; Puglia et al. 2011). This results in underestimating simulated
ground motion (simulated PGA = 45.2 cm s–2, PGV = 4.6 cm s–1;
observed PGA between 49.5 and 57 cm s–2, PGV between 9 and
9.8 cm s–1), especially on velocity that is more sensitive to low
frequencies.

4.2 Residuals between observed and simulated values

To get an insight on simulation reliability, we calculated residuals
ROSjbetween observed and simulated values at each distance RJB,
related to station j as:

RO Sj

(
Tj

) = log 10

(
Y

(
Tj

)
j, O BS

Ȳ
(
Tj

)
j, SI M

)
, (14)

where Y is the observed ground motion parameter (PGA, PGV),
and Ȳ is the one derived from hybrid broad-band simulation.

Residuals between observed and simulated ground motion pa-
rameters, PGA and PGV (PSA at 0.3 and 1 s can be found in the
Supporting Information of this paper, Fig. S1) are plotted in Fig. 7,
separating EW and NS components of ground motion. We also dis-
tinguish between stations in the forward directivity (black) and in
the backward (grey) directivity sectors. The symbol refers to the
subsoil site class. We observed that for the most of the stations,
the residuals vary between [–0.5 0.5], suggesting that our model is
able to adequately reproduce observed ground motion levels both
in PGA and in PGV.

From this figure we are not able to infer a clear pattern of forward
and backward directivity sectors suggesting that our broad-band
hybrid model contains some directivity content. Besides, PGA and
PGV data do not show the same distribution of coloured sym-
bol, preventing us to interpret the results in terms of directivity
only by using this figure. The largest variation of RO S ratio is ob-
served between 30 and 100 km, where most of the stations are
located.

To quantify these residuals and to compare the performance of
our hybrid model with those observed with GMPEs, we computed
the bias of the model used for the simulations averaging over the
sites, the logarithm (base 10) of the ratio of the observed to the
simulated in terms of PGA and PGV parameters.

For the hybrid simulation model, the average value is estimated as
0.06. We also calculated the standard deviation over all the ground
motion parameters derived from the residuals between simulations
and observed data and obtained as 0.25.

We will see in the following section 4.3 that these values (model
bias and standard deviation) are smaller than those calculated for
the GMPE models.

4.3 Comparison with ground motion prediction equations

In this section we compare the simulated hybrid broad-band accel-
erations and velocities with two different commonly used GMPEs
for the active shallow crustal regions. These include the GMPE
developed within the context of the Next Generation Attenuation
(NGA) models by Boore et al. (2014; hereafter, BSSAA14) and
the Italian model of Bindi et al. (2011; herafter, ITA10). The se-
lected GMPEs were derived from the normal-faulting style and for
three site conditions related to NTC18 classes-A, -B, -C and -D,
respectively.

In Fig. 8, we show the simulated hybrid broad-band PGAs, PGVs
(PSA at 0.3, 1 and 2 s are given in the Supporting Information,
Fig. S2), up to 150 km as a function of RJB for the 133 seismic
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Figure 4. Site amplification curves adopted in this study without attenuation (solid lines) and including attenuation for different values of the k0 coefficient
(dotted lines).

stations. The observed ground motion and the above-mentioned
GMPEs together with their ±σ standard deviations are plotted as
well. Both observed and simulated ground motion parameters do not
fall into the one standard deviation range of the GMPEs presented
with different soil category. As it is seen in Fig. 8, the observed
ground motions show large variability and highly scattered data over
all the distance ranges, presenting a complicated anatomy that might
be aggregated by several factors pertinent to the source, propagation
and site effects. It is observed that the simulated ground motions
are in close agreement with observations. The Italian GMPE, ITA10
underestimates the observed PGAs especially those recorded on the
bedrock (site class-A); nevertheless, it provides better fit compared
to the BSSA14 GMPE, both for the PGA and PGV ground motion
parameters.

In order to assess the level of fit between our simulations and
GMPEs, we calculated residuals RSG j at each RJB, j as:

RSG j

(
Tj

) = log 10

(
Ȳ

(
Tj

)
j, SI M

Z
(
Tj

)
j, G M P E

)
, (15)

where Ȳ is the considered parameter (PGA, PGV) from hybrid
broad-band simulation, and Z is the one calculated from GMPEs.

Residual calculation was performed only for the two GMPEs con-
sidering the site class (ITA10 and BSSA14), each station being
compared with the GMPEs calculated for the corresponding soil
site category.

Fig. 9 shows the plots of PGA and PGV residuals (PSA residu-
als can be found in the Supporting Information of this paper, Fig.
S3) versus the distance to evaluate the agreement with the selected
GMPEs. Symbols colour represents the GMPE used in residual cal-
culation (red and blue for comparison with ITA10 and BSSA14,
respectively). PGA and PGV residuals principally fall between –0.5
and 0.5 of the ITA10 empirical equation. Figs 9(a) and (b) show that
the broad-band simulations accommodate the GMPEs with reason-
able trend, where the perfect fit would result in zero RSG whereas
negative residuals indicate an underestimation of the simulations
with respect to the empirical model from GMPEs. At all distances
and particularly for PGA, ground motion parameters better agree
with ITA10 than with BSSA14. Although the PGA and PGV resid-
uals principally fall between –0.5 and 0.5 for both GMEPs, the over-
estimation of BSSA14 is higher at increasing distances. Moreover,
the overestimation of BSSA14 is also higher for stations belonging
to B and C soil classes (see Fig. 8). The standard deviations are
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1766 M. Pischiutta et al.

Figure 5. Hybrid broad-band simulated time histories at near-fault stations, obtained using Tinti et al. (2016) slip model and high frequency stochastic
simulations (red). Recorded horizontal ground motion data are reported as well (black and blue for NS and EW components, respectively).

calculated as 0.23 and 0.38 for PGA and PGV residuals evoked
between simulated and ITA10 model, while the standard deviation
results 0.48 and 0.36 in the case of the BSSA14, respectively, for
PGA and PGV.

Following the Al Atik et al. (2010), we calculate the event- and
site-corrected residuals subtracting the distance mean residuals cal-
culated over four distance ranges (0–20, 0–50, 50–100 and 100–
150 km) from the total residuals. In Figs 9(a) and (b) the large
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Figure 6. Fourier amplitude spectra at 12 selected stations related to broad-band synthetic signals obtained using Tinti et al. (2016) slip model and high
frequency stochastic simulations (red). Fourier spectra from recorded horizontal ground motion data are reported as well (black and blue for NS and EW
components, respectively).

yellow and light blue squares with error bars present the means
of the total residuals over the four distance ranges (0–20, 20–50,
50–100 and 100–150 km) for ITA10 and BSS14, respectively. In
Figs 9(c) and (d) we show the path corrected residual to investigate
the spatial variation of the observed ground motions versus GMPEs.

In order to make a further comparison we also calculated residuals
between observed ground motion parameters and the ones predicted
by GMPEs, ROGj at each RJB, j as:

ROG j

(
Tj

) = log 10

(
Ȳ

(
Tj

)
j, O BS

Z
(
Tj

)
j, G M P E

)
, (16)

where Ȳ is the observed ground parameter (PGA, PGV), and Z is
the one calculated from GMPEs. The ROG j residuals are presented
in Figs 10(a) and (b), their distribution ranging from –1 and 1. The
same residuals calculated on PSAs are provided in the Supporting
Information (Fig. S4). Residuals ROGj are generally higher than
RSGj due to site or directivity effects not properly reproduced by the
empirical equations. Consistently to residuals RSGj, ground motion
parameters better agree with ITA10 GMPE than with BSSA14.

The total standard deviation, between observed and GMPE models,
calculated over all the ground motion parameters (PGA, PGV and
SAs at 0.3, 1 and 2 s) is 0.32 and 0.37 for ITA10 and BSSA14
empirical models, respectively, while it is smaller (0.25) for the
hybrid simulation model. For that reason, we preferred to use only
Italian GMPE ITA10 empirical model in the next sections for further
considerations.

Consistently to Figs 9(c) and (d), in Figs 10(c) and (d) we show
the path corrected residual calculated according to Al Atik et al.
(2010), to investigate the spatial variation of the observed ground
motions versus GMPEs.

From Figs 7 and 10 we observe that the calculated residuals
between simulated and recorded data demonstrate less variability
with distances whereas the residuals calculated between recorded
data and the GMPEs are much more scattered. To quantify these
latter residuals, we compute the bias estimated from the GMPE
model (averaging the values of ground motion parameters over
the sites and distance bins) and it resulted 0.11, which is larger
than the bias estimated for the hybrid model, 0.06 in the previous
section.
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Figure 7. Residuals between ground motion parameters observed on data recordings and simulated broad-band time-series: peak ground acceleration (PGA)
and peak ground velocity (PGV). PSAs residuals are provided in the Supporting Information (Fig. S1).

As mentioned previously the total standard deviation calculated
over all the ground motion parameters is larger for the ITA10 and
BSSA14 GMPE models, while it decreases for the hybrid simulation
model. All these results indicated that simulated ground motion
parameters better mimic the observed data than those of the GMPEs.

4.4 Spatial distribution of ground motion from hybrid
broad-band simulation

Using the simulation technique described here, we simulated
bedrock ground motion at a dense grid of virtual receivers in the
epicentral region. Synthetic ground motion was generated at 961 vir-
tual sites along a regular grid size of 5 km × 5 km covering the study
area (42–43.5◦N, 12.5–14◦E). The occurrence of site-amplification
effects was not included in this model so that the predicted ground-
motion levels refer to generic conditions corresponding to the site
class-B of the Italian seismic code NTC18. PGA and PGV (PSA
maps can be found in the Supporting Information of this paper,
Fig. S5) values are assessed to get an insight into the spatial dis-
tribution and extent of the strong ground shaking. The horizontal
peak ground-motion distributions for PGA and PGV are shown in
Fig. 11. We observed that the largest ground shaking is obtained
along the rupture fault plane, PGA and PGV values reaching about
1.5 g and 65 cm s–1, respectively. In particular, PGAs and PGVs
distributions show that the strongest ground shaking is observed
around the location of the two large-slip asperities. In particular, the
directivity pattern caused by the updip propagation is become evi-
dent only around the surface exposure or around its updip projection
(Somerville 2003). These updip effects, without stations right on
top of the rupture (as AMT station) are very difficult to be observed
(Ross et al. 2020). However, in Fig. S5(c) we show this similar
feature in near source at intermediate frequencies.

Finally, while the near-field results are governed by the source
effects, such as the distribution of asperities on the fault plane,

intermediate distances are controlled by path effect, the seismic
wave propagation and the attenuation of seismic waves.

4.5 Investigating the rupture directivity effect from
observed, simulated and GMPEs data

Through the analysis of the instrumental data several authors ob-
served an evident forward directivity effect caused by the fast rup-
ture propagation towards NW direction along the seismogenic fault
(Calderoni et al. 2017; Lanzano et al. 2016; Spagnuolo et al. 2016;
Luzi et al. 2017; Ren et al. 2017). Here in order to get insight into
the capability of simulations in reproducing such directivity effect,
we discuss the residuals between observed (EW component) and
simulated ground motion parameters as well as the ones predicted
by the empirical model and plotted for PGA and PGV shown in
map view in Figs 12(a)–(d). The same residuals calculated using
the recorded NS component are given in the Supporting Information
(Fig. S6).

The path- and site-corrected residuals between observed ground
motion parameters and the ones predicted by Italian GMPEs, ITA10,
ROG (eq. 16) are presented in Figs 12(a) and (b) for both ground
motion parameters. As it is seen in the figure, positive residu-
als (hot colours) are observed in the forward directivity areas (in
the northwest side) where observed ground motion parameters are
underestimated by GMPEs. Conversely, negative residuals (cold
colours) are observed in the back-forward directivity regions (in
the southeast side), indicating overestimation of observed values
by GMPEs. Luzi et al. (2017) and Lanzano et al. (2016) have cal-
culated the site- and event-corrected residuals, using the GMPE
as a reference, and observed largest ground-motion variability
in the direction parallel to the fault strike, referring this varia-
tion to the rupture directivity. Our results are in agreement with
their findings regarding the fault rupture features of the Amatrice
earthquake.
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BB simulation of 2016 Amatrice mainshock 1769

Figure 8. Ground motion parameters (PGA and PGV) of hybrid broad-band synthetics related to the considered stations and using Tinti et al. (2016) slip
model. PSAs are given in the Supporting Information (Fig. S2). Symbol colour is related to the seismic site class according to NTC18. In left-hand panels
we show comparison with the following ground-motion predictive equations (GMPEs): GMPEs developed within context of the Next Generation Attenuation
(NGA) models project, Boore et al. (2014; hereafter, BA2014). In right-hand panel we show comparison with GMPEs by the Italian model of Bindi et al.
(2011; hereafter, ITA10). The recorded values on the two horizontal components at the seismic stations are reported as well (crosses).

We also highlight that at AMT station, even if it is located in the
southern sector, is underestimated by GMPEs. This is in agreement
with the secondary directivity effect discussed in Tinti et al. (2016)
caused by the slip patch located just above the hypocentre.

Similarly, in Figs 12(c) and (d) we show the spatial variations
of the residuals between observed and simulated ground motions
RO S (eq. 14). We noted that the spatial variations of residuals for
PGA and PGV parameters, calculated between observed and sim-
ulated are similar to the residuals computed between observed and
GMPEs, where the northern and southern areas were under and
overestimated, respectively. Although the directivity effect has been
introduced in the hybrid simulation up to 1 Hz as observed at two sta-
tions near-source (AMT and NRC), the stochastic high frequency
content of the simulations seems not to reveal this signature. In
Fig. S7, we show the spatial variations of the residuals of PGA

and PGV parameters between simulated ground motions and
GMPEs RGS (eq. 15). Consistently to Figs 12(a), (b), in Fig.
S7 positive residuals (even being less pronounced) are mainly
observed in the forward directivity areas while negative resid-
uals are mostly observed in the southern part of the fault
projection.

In Fig. 13, we show some acceleration response spectra at
5 per cent damping ratio, using a linear scale. In the Supporting
Information (Fig. S8) they are graphed using a log–log scale.

Acceleration spectra are shown comparing simulated (thick line)
and recorded signals (thin lines, solid and dashed for NS and
EW, respectively) at pairs of stations, selected considering simi-
lar RJB distance ranges and the same site class. Comparison be-
tween spectral acceleration at stations NRC and AMT, located
at similar distances from the fault projection but in opposite
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Figure 9. Total residuals between values of simulated ground motion parameters and the expected ones according to GMPEs (BSSA14 and ITA10) for ground
motion parameters PGA in panel (a) and PGV in panel (b). The large yellow and light blue squares with error bars present the mean residuals of the total
residuals over the four distance ranges (0–20, 20–50, 50–100 and 100–150 km) for ITA10 and BSSA14, respectively. Residuals are then calculated applying
the path correction in order to investigate the ground motion variability in the study region (PGA in panel c) and PGV in panel d). PSAs total residuals are
provided in the Supporting Information (Fig. S3).
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Figure 10. Total residuals between values of recorded ground motion parameters and the expected ones according to GMPEs (BSSA14 and ITA10) for ground
motion parameters PGA in panel (a) and PGV in panel (b). The large yellow and light blue squares with error bars present the mean residuals of the total
residuals over the four distance ranges (0–20, 20–50, 50–100 and 100–150 km) for ITA10 and BSSA14, respectively. Residuals are then calculated applying
the path correction in order to investigate the ground motion variability in the study region (PGA in panel c) and PGV in panel (d). PSAs total residuals are
provided in the Supporting Information (Fig. S4).
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Figure 11. Spatial distributions of broad-band ground motion (hybrid horizontal component) at 961 virtual stations located following a regular grid spacing
of 0.5 km × 0.5 km, in terms of peak ground acceleration (PGA, g), peak ground velocity (PGV, cm s–1). PSAs at 0.3, 1 and 2 s are given in the Supporting
Information (Fig. S5). Simulations were performed using the parameters given in Table 2.

positions from the epicentre, indicates that, in the near source,
AMT presents larger spectral acceleration than NRC for both ob-
served and simulated signals. Despite the expected directivity to-
ward north, this large acceleration observed at AMT indicates
the signature of the less pronounced directivity due to the updip
rupture, in agreement with the results presented by Tinti et al.
(2016).

Stations FEMA, MNF, MTL and TLN, located at intermediate
distances towards north, show higher response spectra on record-
ings respect to the stations SPD, ANT, PGG and FMG with similar
distances and site properties but located at the opposite site of the
rupture propagation (back forward directivity). However, at many
pairs of stations in Fig. 13 (SPD-FEMA; ANT-FOS; FMG-TLN;
PGG-MTL) the tendency of higher ground motion in the forward
directivity sector observed on recordings is not fully reproduced
by our simulations particularly at high frequencies. The spectral
accelerations of the simulated seismograms are much more similar
among each other in the TLN-FMG, MTL-PGG pairs of stations re-
gardless of their azimuthal distributions (Fig. 13, red and black thick
lines) suggesting a limitation of our hybrid procedure in completely
capturing the source directivity effects.

4.6 The role of site amplification and limitations of the
followed approach

In Section 3.1.3 we attempted to explain the method chosen to
include site amplification in our stochastic simulations. We used
amplification curves for the different site classes (Fig. 4) as pre-
scribed by Italian NTC18 seismic design code: class-A, -B, -C and
-D (Table 4). Specifically we choose to use two amplification curves
proposed by Boore & Joyner (1997) for sites B and C, and to gen-
erate by our-own an amplification curve for sites A and D through
the quarter wavelength approach (Boore 2003, 2005).

As a whole, this approach has certainly improved the fit be-
tween observed and simulated time histories and ground motion
levels. However, there are several sites where the use of generic
curves is not enough adequate, simulations underestimate or over-
estimate the recorded ground motion. In fact, generic curves do not
consider specific geological features and particular site-conditions,

as for example impedance contrasts in sedimentary basins and, in
general, velocity and impedance contrasts generated by the site-
characteristic stratigraphy.

An example is represented by station AQK, located close to
L’Aquila, in a sedimentary basin filled by lacustrine sediments with
a maximum depth of about 250 m. A relevant site amplification ef-
fect was reported in literature by previous papers (e.g. De Luca et al.
2005; Di Giulio et al. 2014; Amoroso et al. 2018). It was observed
at low frequencies (0.6 Hz), associated to very long durations in the
coda of seismic records. By comparing simulation Fourier spectra
(Fig. 6) and spectral acceleration at stations AQV, AQF and AQK
(located at about the same RJB distance and all in the site class-B),
we found that at station AQK simulations strongly underestimate
observation, being unable to reproduce the low frequency amplifi-
cation at about 0.6 Hz.

In order to achieve a better fit between observed and simulated
ground motion, we tested the use of amplification curves derived
from recorded ground motion, rather than exploiting the generic
ones derived from NTC18 classes, as described in the previous
section. At ten selected sites, as an amplification term (eq. 10)
adopted in the stochastic high frequency calculations we applied
the HVRS (horizontal-to vertical response spectra) curve provided
in ITACA 3.0 database (http://itaca.mi.ingv.it/ItacaNet 30/#/home)
for each station. Information about geology, velocity profile and
available geophysical prospecting are provided too.

We also tested the application of the HVRS as well as HVSR
(horizontal-to-vertical spectral ratios), calculated separately at each
station. For some of them, they were calculated in this work
using seismic events downloaded from the database (shown in
Fig. 14a), for other stations they were available on the ITACA
database.

In Fig. 14(a) we showed velocity Fourier spectra and time his-
tories derived from the use of different amplification curves in the
calculations: the generic amplification curve assigned on the basis of
the soil classification according to Italian seismic code NTC18 (see
Section 3.1.3); the means of HVRSs provided in ITACA database;
the means of HVSRs calculated in this work using seismic events
downloaded by ITACA database.

We have found some interesting features at three stations in
L’Aquila intermountain sedimentary basin. Even if they all fall in
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BB simulation of 2016 Amatrice mainshock 1773

Figure 12. Spatial distributions of the path-corrected residuals for investigating the directivity effect of the ground motion parameters (a) PGAs and (b) PGVs
using the Italian model of Bindi et al. (2011) and the observed data (for the EW component, and the NS component presented in the Supporting Information,
Fig. S6); (c) the spatial distributions of PGAs and (d) PGVs residuals calculated between observed and simulated data. The triangles indicate the strong motion
station locations, hot colour indicates sites that are overestimated while cold colour demonstrates the stations are underestimated by the GMPEs and simulated
data.
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Figure 13. Acceleration response spectra at 5 per cent damping for simulated and recorded signals in a lin–log scale. They are provided in a log–log scale
in the Supporting Information (Fig. S8). Pairs of stations are selected considering similar RJB distance ranges, as well as the site class. We distinct recorded
acceleration response spectra (dashed thin lines for EW components, solid thin lines for NS components) in forward directivity (red thin lines, FD) and
backward directivity sectors (black thin lines, BD). Similarly, simulated response spectra are shown in forward directivity (red thick lines) and backward
directivity sectors (black thick lines) as well.

the NTC18 class-B (since they have mean shear wave velocity in
the first 30 m depth ranging from 360 to 800 m s–1), their geological
and geotechnical setting, as well as velocity distribution at depth
is very different. Station AQG is installed on mudstone and marls,
with no significant velocity contrasts up to 35 m. Both HVRSs and
HVSRs show an amplitude 4 peak at about 5 Hz. Station AQV is
located close to the border of the basin, showing a velocity con-
trast at roughly 50 m, which causes two resonance peaks at 3 and
10 Hz, with amplitude from 4 to 6. We remark that amplitudes are
slightly lower on HVRSs than HVSRs, as an effect of the instrument
damping. Finally, station AQK (previously mentioned in section 5)
is located in the middle of a sedimentary basin show an amplitude
3 peak at about 0.6 Hz on HVRSs. They underestimate amplitudes
observed on HVSRs and published in De Luca et al. (2005), reach-
ing over 6 in the same frequency band. The velocity down-hole
measurements did not reach the depth of the impedance contrast,
reaching a depth of 50 m only. Simulated hybrid broad-band spec-
tra and time histories at stations AQV and AQG do not change
significantly by using different amplification terms. Conversely, at
station AQK the use of HVRSs and HVSRs allows to reproduce
the amplification peak observed on data at about 0.6 Hz. We stress
that using the generic site curve based on the Vs30 parameter (i.e.
the site class prescribed by design code NTC18) we were not able
to reproduce this peak. This limitation is also intrinsic in the use

of the Vs30 parameter adopted in our computations as well as in
design codes, which is insensitive to at depth higher than 30 m,
being unable to capture peaks produced by impedance contrasts at
depths higher than 30 m.

Station CLF is located in Colfiorito sedimentary basin and be-
longs to NTC18 class-D. HVRSs published on the ITACA database
reveal amplitude 6 peaks at about 1 Hz, probably caused by an
mpedance and velocity contrast found on borehole investigations
at 54 m. This is in agreement with findings published by Di Giulio
et al. (2006). At this station we found that, even if the use of
recorded HVRSs and HVSRs led to a better match between ob-
served and simulated spectra at low frequencies, recorded PGV
is always higher than simulated. This could be ascribed to 3D
amplification effects caused by the geometry of the impedance
contrast between soft sediments and underlying rock formations,
and by wave reverberation across the sedimentary body. Such ef-
fects cannot be modelled with the stochastic wave propagation
approach.

Stations AVZ and BTT2, located in Fucino sedimentary basin
and belonging respectively to class-C and -D, represent another
example of 3-D reverberation across a sedimentary basin. While
the former is located close to the basin border (characterized by
an amplitude 3–6 peak at 0.7 Hz on HVRSs and HVSRs), the lat-
ter is located in the middle of the basin, and is characterized by
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BB simulation of 2016 Amatrice mainshock 1775

Figure 14. (a) Velocity amplitude spectra and broad-band simulated time histories obtained by using different amplitude curves to include the site effect in
stochastic simulations at six representative stations. (b) Velocity amplitude spectra and broad-band simulated time obtained by using different amplitude curves
to include the site effect in stochastic simulations histories at 4 representative stations.
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Figure 14. (Continued.)

two peaks on HVRSs and HVSRs at 0.3 and 1.6 Hz, with ampli-
tude 5–10. Station AVZ shows a good fit between recorded and
simulated ground motion, which increases slightly by using the
amplification curve by HVRSs and HVSRs. Conversely, at station
BTT2 recorded seismograms highlight the presence of low fre-
quency phases, mostly in the coda, due to 3-D amplification caused
by the impedance contrast between soft sediments and underlying
rock formations, and by wave reverberation across the sedimentary
body.

As 2-D/3-D effects and reverberations at low frequency are ob-
served only in the middle of the basins (i.e. Bard & Bouchon 1998;
Moczo et al. 1995; Kawase 1996; Gaffet et al. 2000; Cornou et al.
2003) differences in the capability of our model to reproduce obser-
vations at AVZ and BTT2 are due to the different location of the two
stations in the sedimentary basin. As for CLF, the observed ground
motion was not reproduced at BTT2 since 3-D amplification effects
cannot be fully simulated using the stochastic finite-fault approach
implemented in this study.

In Fig. 14(b) we show other examples with velocity Fourier
spectra and time histories derived from the use of the following

amplification curves: the generic amplification curve; the means
of HVRSs provided in ITACA database and calculated at each
station on earthquake data; the means of HVSRs calculated at
each station on coda waves using the earthquake data available
in ITACA database for each station; the means of HVSRs calcu-
lated on S waves (when available). At stations PSC and MMP1,
both on rock sites and lying in the site NTC18 class-A, we did
not obtain any significant improvement of the fit between observed
and simulated when using different amplification curves, since no
amplification effects are expected nor observed on HVRSs and
HVSRs. Consistently, also at stations AMT and NOR, close to
the seismic source, no changes are observed when changing am-
plification curve, ground motion being dominated by the source
effect.

5 C O N C LU S I O N S

In this study, we investigate whether the physics-based broad-band
ground motion simulations can successfully produce the observed
ground motions of the Amatrice earthquake.
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The general good consistency found between synthetic and ob-
served ground motion (both in the time and frequency domains),
suggests that the use of regional specific source scaling and atten-
uation parameters in hybrid simulations permits to satisfactory re-
produce ground motion estimates. Synthetic hybrid waveforms and
Fourier amplitude are generally compatible with records, demon-
strating that our model can adequately explain spectral amplitudes,
temporal characteristics of observed seismograms and to detect
near-source effects related to the distribution of asperities on the
fault plane. As they are built, these hybrid models include directiv-
ity effects only at low frequencies. For this earthquake, we observe
that our simulations are not able to fully capture the source-related
directivity effects because they are persistent also at higher fre-
quencies (f > 2 Hz). Despite the limitations of the adopted ap-
proach in simulating the directivity effects, it is attendant that
the stochastic finite fault model is a very practical appliance for
calculating the ground motion parameters (Atkinson & Assatouri-
ans 2015; Goulet et al. 2015). Furthermore, it can be easily used
both for region-specific and path-specific applications as well as
for areas where there are no or few strong motion stations are
available.

Finally, we remark that the use of generic amplification curves
led at several sites to a mismatch between simulated and observed
ground motion, due to an improper consideration of the site contri-
bution in ground motion amplification. By testing the application
of HVRS and HVSR specifically and separately calculated at some
stations, we have found a general improvement of the fit between
simulated and observed ground motion. A limit in the followed
approach regards sites affected by 2-D/3-D effects in sedimentary
basins, since such reverberations at low frequency cannot be simu-
lated throughout a stochastic model and methods.

We finally stress two important limitations about the parametriza-
tion of the site effect. The former is represented by the assignment
of the site class considering the outcropping lithology and through
inferences on the basis of local geological conditions, rather than by
performing in situ seismic velocity measurements. This is a com-
mon practice since velocity measurements are expensive and time
consuming, but often results in incorrect site classification, and
therefore in inaccurate site effects estimates and insufficient ground
motion amplification. The latter limitation is intrinsic in the Vs30-
based soil site classification adopted in the seismic code, which is
insensitive to at depth higher than 30 m, and is unable to capture
low-frequency peaks produced by impedance contrasts at depths
higher than 30 m.

Finally, we acquainted that these results may be improved using
more sophisticated simulation methods that consider 3-D structure
of the earth including basins and topographic effects as well as
the dynamic rupture modelling which will be the further effort in
the next step. The data underlying this article are available in the
ITACA database (ITalian ACcelerometric Archive, http://itaca.mi.i
ngv.it/ItacaNet 30/#/home, last accessed October 2020). Many of
the plots were generated using the Generic Mapping Tools (http:
//www.soest.hawaii.edu/gmt, last accessed December 2008, Wessel
et al. 2013).
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