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S U M M A R Y
Glacial Isostatic Adjustment (GIA) modelling has recently seen a significant development,
stimulated by the need of understanding past, current and future sea level variations and
geodetic signals associated with climate change. Our main motivation is that albeit its impor-
tance is well recognized within the climate science community, the problem of classifying and
quantifying GIA modelling uncertainties has so far received little attention. Here, we consider
two possible ways of defining and evaluating these uncertainties. The first is associated with
limited knowledge of input model parameters (e.g. the viscosity profile of the Earth’s mantle
or the deglaciation history), once it is assumed that the ice margins are known and a unique set
of relative sea level (RSL) data are used to constrain the model. We also discuss a second and
more problematic source of uncertainty, associated with structural differences in GIA models,
stemming from distinct eustatic curves and ice margins geometries, different RSL constraints,
non-identical input parameters and different numerical solution schemes. By analysing the
present-day ‘GIA fingerprints’ of relative and absolute sea level change, and exploring the
GIA contribution to secular sea level rise and to the time-variations of the Earth’s gravity field,
here we evaluate the two types of uncertainty showing that they are (i) of significant amplitude
and (ii) of comparable importance.

Key words: Loading of the Earth; Sea level change; Time variable gravity.

1 I N T RO D U C T I O N

The interpretation of various geophysical data, including sea
level rise observations, gravity field variations from satellite mis-
sions and ground-based geodetic observations requires evaluating
the contribution associated with the ongoing Glacial Isostatic Ad-
justment (GIA) in response to the melting of the late-Pleistocene
ice sheets (see Whitehouse 2009; Spada 2017; Whitehouse 2018,
for a review). Solving the ‘sea level equation’ (hereinafter referred
to as SLE, see Farrell & Clark 1976), the present spatial variability
of various geodetic quantities associated with GIA can be predicted
and visualized. In symbolic form, the SLE reads

S(ω, t) = N − U, (1)

where ω = (θ , λ), θ and λ are the colatitude and the longitude,
respectively, and t is the time. In this study, our main focus is on
changes in present-day relative and absolute sea level (S and N,
respectively), but we will also consider vertical land motion (VLM,
U), and variations in the gravity potential � associated with GIA
(e.g. Tamisiea 2011; Spada 2017; Whitehouse 2018).

The patterns of fields S, N and U, first dubbed GIA ‘fingerprints’
by Plag & Jüettner (2001), are sensitive to the details of the Earth’s

viscoelastic profile and of the melting chronology of the ice sheets,
which are not perfectly known a priori (e.g. Lambeck et al. 2014).
More uncertainties may arise from different numerical implemen-
tations of the SLE within different research groups and possible
methodological discordances (e.g. Purcell et al. 2016; Peltier et al.
2018). Although significant efforts have been made (Spada et al.
2011) and are in progress (Martinec et al. 2018), the GIA commu-
nity has not yet produced an agreed set of ‘gravitationally’ and ‘to-
pographically self-consistent’ solutions of the SLE (Peltier 1994),
which would certainly mitigate modelling uncertainties. Further-
more, since the models are progressively improved as new observa-
tional constraints are obtained from space-borne or ground-based
geodetic instrumentations (e.g. King et al. 2010), GIA corrections
are not given once and for all. Although this is often overlooked,
‘exact’ GIA corrections are not possible (Tamisiea 2011; Spada
2017).

Because of the inherent complexity of GIA modelling (see e.g.
Lambeck et al. 2003; Mitrovica & Milne 2003; Martinec et al. 2018)
defining, identifying and weighing all possible sources of uncer-
tainty is not straightforward (Kennedy & O’Hagan 2001; Sørensen
et al. 2001). Furthermore, being the GIA response markedly re-
gional, the uncertainties may have different amplitudes and origins

C© The Author(s) 2019. Published by Oxford University Press on behalf of The Royal Astronomical Society. 401

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/218/1/401/5420825 by IN

G
V user on 14 O

ctober 2019

http://orcid.org/0000-0001-7615-4709
mailto:giorgio.spada@gmail.com


402 D. Melini and G. Spada

at different spatiotemporal scales. Globally, since the long-term
trend of relative sea level (RSL) at tide gauges (TGs) is signif-
icantly affected by GIA (Spada & Galassi 2012; Jevrejeva et al.
2014; Hay et al. 2015), uncertainties in GIA corrections represent
a major challenge in the assessment of present mean sea level rise
(Wöppelmann & Marcos 2016). Furthermore, quantifying the GIA
modelling uncertainty is of fundamental importance in order to es-
tablish the recent sea level budget (WCRP 2018). In some previous
studies, uncertainties on the imprints of GIA have been estimated
by varying the Earth’s viscosity profile and the lithospheric thick-
ness within a plausible range, both in global (e.g. Tamisiea 2011;
Hay et al. 2015; Pfeffer et al. 2017; Santamarı́a-Gómez et al. 2017)
and in regional contexts (e.g. Stocchi & Spada 2009; Serpelloni
et al. 2013; Vacchi et al. 2016). This approach is useful to test
the sensitivity of GIA predictions to the Earth’s rheology, but it is
recognized that keeping the ice sheets time-histories unaltered may
introduce large variations in the GIA estimates (e.g. Tamisiea 2011)
and, consequently, it may deteriorate the fit with the global RSL data
constraining the model.

In a recent paper, Caron et al. (2018) have studied the GIA mod-
elling uncertainty using Bayesian methodologies, with the purpose
of providing rigorous corrections to trends in surface mass from the
Gravity Recovery and Climate Experiment (GRACE) satellite. In
their analysis, Caron et al. (2018) tested a population of ∼105 GIA
models characterized by different rheological profiles and melting
histories, using RSL data as constraints. However, they have mainly
focused on the gravity field variation due to GIA, without addressing
the problem of finding the GIA uncertainty on secular sea level rise,
which is the main purpose of our work. Recent efforts to better
constrain the GIA fingerprints uncertainty, such as that of Caron
et al. (2018) and this study, are also stimulated by existing heuristic
estimates that can be certainly improved, such as the ±20 per cent
rule proposed in the context of GRACE1.

The paper is organized as follows. In Section 2, we define and
describe in detail the two types of uncertainty considered in this
study (uncertainty of type T1, associated with limited knowledge of
input parameters and T2, associated with structural differences in
GIA models). Section 3 describes the ensemble modelling approach
that we have set up to define the T1 uncertainty, and in Section 4
we study the T1 uncertainties on predictions of Holocene RSL
variations. In Section 5, we analyse the T1 uncertainties on some of
the present-day imprints of GIA and we consider their effect on the
assessment of secular sea level rise, while in Section 6 we discuss
the T2 uncertainty. Our conclusions are drawn in Section 7.

2 U N C E RTA I N T I E S I N G I A
M O D E L L I N G

With the purpose of characterizing and estimating uncertainties in
the GIA fingerprints, next we distinguish between two different
types of uncertainty, both ultimately arising from the fact that ev-
ery model is a simplification of reality. In doing so, we adopt the
methodological approach suggested by Sørensen et al. (2001) in a
different context; a more general view about the uncertainties as-
sociated with modelling is given by Kennedy & O’Hagan (2001).
Although the elastic response of the Earth to the melting of present-
day glaciers and ice sheets is also governed by the SLE (e.g. Spada

1See https://grace.jpl.nasa.gov/data/get-data/gia-trends/ (last visited 2019
March 15).

2017), here we only consider the contribution to GIA from the late-
Pleistocene ice sheets since this is sensitive to the Earth’s viscosity
profile, which indeed represents a major source of uncertainty.

Uncertainties of the first type (T1), or ‘input uncertainties’, only
stem from internal factors and reflect imperfect knowledge about
basic parameters of the GIA model (i.e. the chosen Earth viscosity
profile and the melting history of individual ice sheets). These quan-
tities are generally constrained by imposing the agreement of model
predictions with RSL data from sites across ice-covered areas at the
Last Glacial Maximum (LGM). Here, the T1 uncertainties are esti-
mated by a Monte Carlo simulation in which the performance of a
large ensemble of GIA models is tested against RSL data extracted
from the unique global database presently accessible2, published
by Tushingham & Peltier (1993). Although high-quality RSL ob-
servations are available from specific regions (see e.g. Lambeck
et al. 1998; Engelhart et al. 2011; Lambeck et al. 2014; Steffen
et al. 2014; Simon et al. 2016) we believe that despite its age and
possible limitations, the Tushingham and Peltier’s database is a fair
starting point to get a general estimate of T1 uncertainty, both in
terms of pattern and amplitude. Furthermore, this same database has
been originally used to constrain the GIA model ICE-3G, which is
used here to illustrate how the T1 uncertainty can be estimated. Of
course, we are aware that this choice could alter the spatial pattern
of T1 uncertainties, and the locations where they exceed the RSL
data uncertainty.

In our analysis, each GIA model represents a possible realization
of ICE-3G (Tushingham & Peltier 1991, 1992), in which the original
viscosity profile VM1 and the spatial distribution of the ice sheets
volumes are simultaneously varied scaling the local ice thickness
by a random factor. However, the history of total ice volume is kept
unaltered since it is constrained by sea level observations far from
the former ice sheets (Tushingham & Peltier 1991). An evaluation
of T1 uncertainties is also possible for other more recent global GIA
models, structurally more complex than ICE-3G(VM1). However,
an exhaustive Monte Carlo simulation would be more challenging
for these GIA models, which account for the migration of shorelines,
the transition between floating and grounded ice (or vice versa), and
rotational effects. In fact, including these features in modelling de-
mands two nested iterations of the SLE (see e.g. Mitrovica & Milne
2003; Spada & Galassi 2017), which require significant computing
resources. Furthermore, the detailed spatiotemporal description of
these recent GIA models would demand a higher resolution, which
would further increase the computational burden. Hence, to evalu-
ate the T1 uncertainty, for the time being we maintain the relatively
simple ICE-3G(VM1) model to reduce the numerical complexity
of the underlying SLE. By this approach, we expect to identify at
least the major sources of modelling uncertainties and their impact
on GIA.

At least another type of uncertainty exists; this structural uncer-
tainty, which is more problematic to quantify than T1 (Sørensen
et al. 2001) and is not independent on it, is referred to as T2 un-
certainty. Here, T2 is attributed to various external and internal
factors. These include (but are not limited to) differences in the
solution methods of the SLE in use by different research groups,
the adoption of different eustatic curves based on RSL observations
in the far-field of the former ice sheets, the utilization of quali-
tatively and/or quantitatively different sets of external geophysi-
cal constraints (e.g. the location of paleo-shorelines or present-day

2See ftp://ftp.ncdc.noaa.gov/pub/data/paleo/paleocean/relative sea level/
(last visited on 2018 December 19).
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geodetic observations), or diverging a priori assumptions about the
input Earth’s rheological profile. Here, the T2 uncertainty on the
geodetic fingerprints and on secular sea level rise is estimated by
considering a mini-ensemble composed by two state-of-the-art, in-
dependently developed models that are characterized by significant
structural differences. This same approach, but limited to the relative
sea level fingerprints, has been adopted by the IPCC AR5 (Church
et al. 2013). Since the paucity of global GIA models presently
available certainly hinders a precise estimate of T2, our results will
be certainly reconsidered and refined in the future. It should also
be remarked that, at least currently, the limit between T1 and T2
can be blurred because imperfect knowledge on GIA parameters
(e.g. the viscosity profile of the mantle) reflects whatever informa-
tion is contained in the data, and the choice of a data set belongs
to T2 uncertainty. As computer power evolves, it is possible that
through a more systematic exploration of the ice margins history
and of the rheological profiles, more and more uncertainty that is
currently of type T2 will be transferred into T1; for example, it will
be easily possible to construct a large ensemble of GIA models with
time-evolving shorelines in which the ice sheets distribution and
the Earth’s viscosity profile are randomized. In this respect, a sig-
nificant step forward has been recently made by Caron et al. (2018)
using a large ensemble of GIA models constrained by an RSL data
set using Bayesian methodologies. Their approach, however, differs
from ours since no distinction is made between possible different
‘types’ of uncertainty, and the problem of finding the GIA uncer-
tainty on the amount of secular sea level rise, which is central to
this study, has not been addressed.

3 E N S E M B L E G I A M O D E L L I N G

To estimate the T1 uncertainty, we have adopted a straightforward
Monte Carlo approach, in which a large number (5 × 105) of ran-
dom variants of the nominal ICE-3G(VM1) model (Tushingham &
Peltier 1991, 1992) are generated, which differ from it by the value
of some key input parameters. Adopting the same ice sheets margins
as in ICE-3G(VM1), we randomize the ice topography by rescaling
the local ice thickness by a few scaling factors to avoid a com-
pletely random ice distribution, possibly characterized by islands
and troughs in ice sheets. In the random ice models, the volumes of
the two major ice sheets in the Northern Hemisphere (i.e. Lauren-
tide and Fennoscandia) are rescaled by a random, time-independent
factor (the thickness of the Greenland ice sheet is rescaled accord-
ing to that of Laurentide). However, the volume of the Antarctica
ice sheet is rescaled by a time-dependent factor in order to main-
tain the history of total ice volume unaltered; such time-history
is indeed constrained by sea level observations in the equatorial
ocean (Tushingham & Peltier 1991). Using this parametrization for
the ice sheets melting histories, we can introduce some variability
in the spatial distribution of ice masses using a minimum number of
free parameters (two). A similar parametrization has been adopted
by Caron et al. (2018), who defined six constant regional ice scal-
ing coefficients. Furthermore, for each element of the ensemble,
we have randomly chosen new values of lithospheric thickness and
mantle viscosity within a range including ICE-3G(VM1) values
(see Table 1), maintaining the same structure (i.e. the thickness
of mantle layers, the values of density and of shear moduli) of the
nominal model. All models of the ensemble are self-gravitating
and characterized by an incompressible linear Maxwell viscoelastic
rheology (see e.g. Wu & Peltier 1982; Spada et al. 2011).

To extract a subset of statistically equivalent GIA models from the
ensemble, we have used the constraints provided by the Holocene
RSL observations of the Tushingham & Peltier (1993) database,
which were originally adopted to construct the nominal ICE-
3G(VM1) model. The locations of the sites of the database are
shown in Fig. 1. In particular, for each model in the ensemble, we
have computed a numerical solution of the SLE (eq. 1) by means of
the open source program SELEN (Spada & Stocchi 2007), assum-
ing fixed shorelines, no transition between grounded and floating
ice, and no rotational feedback, i.e. we have followed the classical
formulation of the SLE given by Farrell & Clark (1976). These as-
sumptions, coherent with those adopted in the development of ICE-
3G(VM1), will be relaxed in the estimation of T2 uncertainty. For
each member of the ensemble, we have obtained synthetic Holocene
RSL curves at all the 191 sites in the Tushingham & Peltier (1993)
database inside the ice sheets margins (see the white circles in
Fig. 1) and, exactly following Tushingham & Peltier (1991), we
have computed the global measure of the misfit, or ‘variance’:

σRSL = 1

Nobs

√∑
i,t

[
RSLpre

i (t) − RSLobs
i (t)

]2
, (2)

where Nobs = 1,019 is the number of RSL observations, RSLpre
i (t)

and RSLobs
i (t) are the predicted and observed RSL at time t for

the i-th site ( i = 1, . . . , NRSL = 191), respectively. Following
Tushingham & Peltier (1991), we account for the uncertainty �tobs

in the observation age tobs by evaluating GIA predictions at the three
times t = tobs and t = tobs ± �tobs and choosing, for the evaluation of
σ RSL, the t value minimizing |RSLpre

i (t) − RSLobs
i (t)|. The ensemble

models that are statistically equivalent have been singled out by
comparing their σ RSL with that obtained adopting the nominal ICE-
3G(VM1); see Table 1. By a Fisher F-test (e.g. Kotz et al. 2004),
it turns out that 23,709 ( i.e. 4.6 per cent) of the 5 × 105 models
in the ensemble are statistically undistinguishable from the nominal
ICE-3G(VM1) at the 95 per cent confidence level. Table 1 lists, for
each input parameter, the average and standard deviation computed
over the ensemble of models that are equivalent to ICE-3G(VM1).
The reported values show a strong sensitivity of σ RSL to mantle
viscosities and a less marked sensitivity to lithospheric thickness.
Conversely, the dependence of σ RSL on the ice sheet rescaling factors
is weak since the corresponding averages and standard deviations
are close to those expected for a uniform distribution. For all input
parameters, the ICE-3G(VM1) nominal values fall within the 1σ

ensemble confidence intervals.

4 H O L O C E N E S E A L E V E L C H A N G E

In Fig. 1, the small dots show the location of all the 392 sites of
the Tushingham & Peltier (1993) RSL database. For a selection of
them, depicted in colours, Fig. 2 shows RSL data with error bars,
modelling predictions and T1 uncertainties. To underline the geo-
graphical pattern of the T1 uncertainty on RSL, we have selected a
few sites for which the number of RSL observations available in the
database is relatively large, and located in Canada (Fig. 2a), North-
ern Europe (Fig. 2b) and in low-latitude locations in the far-field
of the former ice sheets (Fig. 2c). In Fig. 2(d), we consider the
only four sites available for Antarctica in the RSL database. Fig. 1
clearly shows that the density of points on the East coast of the US
or on the British Isles is measurably greater than around the coast of
Antarctica. It is also clear that the data are more concentrated in the
Northern Hemisphere than in the Southern Hemisphere, due to the
distribution of the landmasses. A similar observation can be made
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Table 1. Input parameters considered in the GIA ensemble modelling. For each parameter, we list the explored range, the nominal ICE-3G(VM1) value and
the average and standard deviation computed over the models that reproduce RSL observations equivalently to ICE-3G.

Input parameter Range
Nominal value for

ICE-3G(VM1)

Ensemble T1 average
and standard

deviation

Lithospheric thickness (km) 90–150 120 110 ± 13
Upper-mantle viscosity (1021 Pa s) 0.5–3.5 1 1.5 ± 0.5
Lower mantle viscosity (1021 Pa s) 1–20 2 2.1 ± 0.6
Scale factor for Laurentide 0.8–1.2 1.0 1.0 ± 0.1
Scale factor for Fennoscandia 0.8–1.2 1.0 1.0 ± 0.1

Figure 1. Coloured dots mark the sites from the Tushingham & Peltier (1993) database for which we show RSL curves and GIA uncertainties in Fig. 2 (blue,
red and orange dots mark sites located in North America, Northern Europe and Antarctica, respectively, while green dots show sites located in the far-field of
the former ice sheets). Small black dots mark the locations of all the 392 sites in the database, white ones indicate the 191 sites that have been employed to
compute the ensemble variance using eq. (2).

about the temporal distribution of the data in the Tushingham &
Peltier (1993) RSL database, with comparatively more RSL records
being available for the Holocene than for epochs close to the LGM.
The limited information content in the RSL data clearly hinders a
detailed mapping of the global pattern of GIA uncertainties. The
use of updated RSL data sets, such as the compilation of Caron
et al. (2017) or the combined RSL and geodetic data set utilized
by Caron et al. (2018), would certainly mitigate the intrinsic lim-
itations imposed by the old data set considered here. In order to
avoid biases associated with the spatiotemporal distribution of the
data, improved cost functions should be constructed, while in our
variance computation each data point is taken as a priori equally
valuable (see eq. 2 above). This, however, falls outside the scope of
our exercise, which is aimed at the determination of the T1 GIA un-
certainties specifically associated with model ICE-3G, for which the
use of the Tushingham & Peltier (1993) database and of the statis-
tics originally employed is in order. Nevertheless, we recognize that
the assessment of potential biases due to RSL data spatiotemporal
distribution is of paramount importance to correctly estimate GIA
model uncertainties, and should hopefully be the subject of future
investigations.

The solid lines in Fig. 2 show the RSL curves obtained for the
nominal ICE-3G(VM1). The 1σ confidence intervals, shaded in

colours, indicate the T1 uncertainty of each RSL curve. The in-
tervals are evaluated by computing the standard deviation on the
ensemble of 23,709 GIA models that are statistically undistinguish-
able from the nominal ICE-3G(VM1), according to the definition
given in Section 3. For sites located beneath or in the neighbours
of the former ice sheets Fig. 2(a) and (b), the GIA uncertainties
are significant, and sometimes exceed the intrinsic uncertainty of
RSL data. Furthermore, GIA uncertainties show generally a ten-
dency to increase with age BP since varying the Earth’s viscosity
profile has a relatively minor effect for relatively short times. Con-
versely, in far-field sites such as in Fig. 2(c), the GIA uncertainties
never exceed the data uncertainties. Indeed, for these sites the time
evolution of RSL is known to be mostly sensitive to the history of
the total volume of the ice sheets (Tushingham & Peltier 1992),
which is the same for all the models in the ensemble. A large
GIA uncertainty is noteworthy along the margins of Antarctica
Fig. 2(d), although the general trend of the data is reasonably well
matched.

The whole Tushingham & Peltier (1993) database contains data
for 392 RSL sites (their distribution is shown in Fig. 1). With fur-
ther computations, not shown here, we estimated the T1 uncertainty
on RSL predictions, σRSLpre , for each data point in the database
and obtained the corresponding relative uncertainty as the ratio
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Figure 2. RSL data from the Tushingham & Peltier (1993) database (circles with error bars) compared with synthetic nominal RSL curves for ICE-3G(VM1),
represented by solid lines, and their 1σ GIA modelling uncertainties T1, represented by shaded regions. Sites located in North America (a), in Northern Europe
(b), in the low-latitude oceanic region (c) and in Antarctica (d) are identified by different colours. The location of the selected sites is shown in Fig. 1.

|σRSLpre/RSLpre|. We have found that the maximum GIA relative un-
certainties are attained at ∼7 kyr BP, and that relative uncertainties
are larger in the vicinity of formerly glaciated regions, confirming
the spatial pattern suggested by the few sites shown in Fig. 2. Con-
sidering the whole Tushingham & Peltier (1993) database, we have
found that 20 per cent of the GIA RSL predictions have a relative
T1 uncertainty exceeding 30 per cent.

5 P R E S E N T - DAY G I A

In previous sections, we have determined a set of statistically equiv-
alent GIA models by comparing their outputs against Holocene RSL
data. Here, these same models are utilized to estimate the T1 GIA
uncertainties on a suite of present-day geodetic quantities. This is

important to better quantify the influence of GIA on variations in
the climate system, which are now detected by a range of different
observation methods, such as relative sea level change at individual
TGs, secular sea level rise, absolute sea level variations and gravity
changes.

5.1 Relative sea level fingerprint and GIA corrections at
tide gauges

For the nominal model ICE-3G(VM1), the pattern of the rate of
present-day relative sea level change Ṡ is shown in Fig. 3(a). The
map illustrates the well-known features described by Mitrovica &
Milne (2002), that is, the sea level fall associated with post-glacial
rebound in the previously ice-covered polar regions, the rise across
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Figure 3. Ṡ fingerprint for the nominal ICE-3G(VM1) model (a) and its T1 1σ uncertainty �Ṡ (b). The circles in (a) show the 23 TG sites of Douglas (1997).
Observed Ṡ at TGs (filled circles) and the corresponding GIA corrections (open circles) are shown in (c). For ease of viewing, the uncertainties shown in (c)
correspond to 2σ , while the colour scales in (a) and (b) are saturated.

the collapsing forebulges, the broad fall associated with ‘equatorial
ocean syphoning’ and the offshore sea level rise associated with
‘continental levering’. Since the Farrell & Clark (1976) theory that
we employ here does not account for the rotational feedback on sea
level (Milne & Mitrovica 1998), the characteristic long-wavelength
harmonic degree l = 2 and order m = 1 pattern (e.g. Spada 2017)

does not appear on the map. Furthermore, since here we assume
fixed shorelines and in ICE-3G(VM1) the melting ceased ∼4000 yr
ago, the fingerprint shown has the property

〈Ṡ(ω)〉 = 0, (3)
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where the dot indicates the time derivative evaluated at present time,
and 〈· · · 〉 denotes the ocean-average (see e.g. Tamisiea 2011).
Eq. (3) manifests the fact that presently GIA is not causing a net
variation in the mass of the oceans, but only regional variations in
the rate of change of RSL. The spatial distribution of the 1σ T1
uncertainty (�Ṡ), shown in Fig. 3(b), is minimum (≤0.1 mm yr−1)
in the equatorial region and at mid-latitudes, but it increases to val-
ues as large as ∼2.2 mm yr−1 across the formerly glaciated regions
and the surrounding collapsing forebulges. Relatively high values
of �Ṡ in the polar regions that were covered by thick ice reflect
an enhanced sensitivity to variations in the Earth’s viscosity pro-
file, compared to low-latitude locations (e.g. Tushingham & Peltier
1991). Visually, �Ṡ roughly scales with |Ṡ|; as a rule of thumb we
find �Ṡ/|Ṡ| ≈ 0.2.

GIA corrections to rates of sea level change observed at TGs are
essential for the assessment of secular sea level rise (Mitrovica et al.
2001; Spada & Galassi 2012; Jevrejeva et al. 2014; Wöppelmann &
Marcos 2016). From Fig. 3(a), we have obtained GIA corrections at
the 23 high-quality TGs considered by Douglas (1997) in his rede-
termination of global mean sea level rise (GMSLR); similarly, their
1σ T1 uncertainties are obtained from Fig. 3(b). In Fig. 3(c), the
GIA corrections at TGs (bottom, the open symbols) are compared
with the rates observed during last century, obtained by linear re-
gression (Spada & Galassi 2012) from Permanent Service for Mean
Sea Level yearly records (see PSMSL 2013). It is apparent that
the uncertainties on the observed TG rates, which mostly reflect
the energetic decadal oscillations of sea level (e.g. Sturges & Hong
2001), often exceed those associated with GIA. Indeed, the Douglas
(1997) TGs (the dots in Fig. 3a) are mainly sited beyond the collaps-
ing lateral bulges where generally Ṡ< 0 and �Ṡ is relatively small.
There are, however, notable exceptions, namely the sites along the
North American West Coast (sites 13–16, from San Francisco to
San Diego) and those in South East North America (21–23, from
Pensacola to Fernandina Beach), but a similar pattern is also visible
for the English Channel (sites 1–2, Newlyn and Brest). At these
sites, the GIA T1 uncertainty exceeds the data error bars. Again,
this manifests the sensitivity of the near-field Earth’s response to
perturbations of the rheological profile.

5.2 Secular sea level rise

Observed trends at TGs along with the GIA ensemble results can
be used to estimate the T1 uncertainties on secular GMSLR μ. His-
torically, μ has been evaluated by correcting the TG trends using
a single or a few GIA models, in which the rheological parame-
ters are varied within a plausible range (see Table 1 of Spada &
Galassi 2012). Here, we exploit our large ensemble, with the pur-
pose of estimating the effective role of GIA on the uncertainties
associated with μ.

Following Spada & Galassi (2012), we compute μ as a simple
average

μ = 1

Ntg

Ntg∑
i=1

ri , (4)

where ri (i = 1, . . . , Ntg) are the rates of secular sea level rise
observed at the Ntg = 23 high-quality TGs considered by Douglas
(1997; see Fig. 3c). The values of ri are taken directly from Table 2
of Spada & Galassi (2012). It should be noted that due to the
limited geographical coverage of the employed TGs, the value of μ

given by (4) could be biased by an unknown amount. This has been
discussed in Spada & Galassi (2012). From their Table 1, it can be

noted, however, that more sophisticated averaging methods, such as
those based on the empirical orthogonal function technique, lead
to values of GMSLR that are comparable, within their uncertainty,
with that obtained by a simple average.

As discussed by Spada & Galassi (2012), different measures
of uncertainty on the GMSLR have been employed in literature.
According to their Table 1, most studies quantify the GMSLR un-
certainty either in terms of the root mean square (rms) of individual
TG rates, or as a standard deviation of their mean (sdom). The rms
is computed as a sample standard deviation:

δμrms =

√√√√√√√
Ntg∑
i=1

(ri − μ)2

Ntg − 1
, (5)

while the sdom is related to rms through δμsdom = δμrms/
√

Ntg.
Both δμrms and δμsdom are determined by the dispersion of TG
rates around their average, and are independent on uncertainties δri

affecting the individual rates ri. Therefore, it may be convenient (see
e.g. Mitrovica et al. 2001) to introduce a weighted rms, or wrms:

δμwrms =

√√√√√√√√√√

Ntg∑
i=1

wi (ri − μ)2

Ntg∑
i=1

wi

, (6)

where wi = (δri)−2. In what follows, estimates of uncertainty on
μ will be given as δμ = δμrms, but for the sake of completeness
we will give also a numerical value for δμwrms. Using values listed
in Table 2 of Spada & Galassi (2012) into eqs (4)–(6), the rate of
GMSLR is

μ ± δμ = (1.58 ± 0.38) mm yr−1

(1σ, δμwrms = 0.36 mm yr−1). (7)

Similarly, the average contribution of GIA on Ṡ at TGs is

γ = 1

Ntg

Ntg∑
i=1

gi , (8)

where gi (i = 1, . . . , Ntg) are the rates of relative sea level change
evaluated as an average over the models that, in the ensemble, are
equivalent to the nominal ICE-3G(VM1). In analogy with μ, two
measures of uncertainty can be computed for γ . These are the rms

δγ = δγrms =

√√√√√√√
Ntg∑
i=1

(gi − γ )2

Ntg − 1
, (9)

and the weighted rms

δγwrms =

√√√√√√√√√√

Ntg∑
i=1

wi (gi − γ )2

Ntg∑
i=1

wi

, (10)

where the weights wi = (δgi)−2 are determined by the T1 uncertain-
ties on gi. Using the GIA corrections shown in Fig. 3(c), eqs (8)–(10)
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give

γ ± δγ = (−0.18 ± 0.19) mm yr−1

(1σ, δγwrms = 0.13 mm yr−1). (11)

Hence, combining the uncertainties on μ and γ in quadrature and
keeping only one significant decimal place as it is customarily done
in sea level rise studies (see Table 1 of Spada & Galassi 2012), we
obtain the GIA-corrected rate of secular sea level rise:

ρ = (μ − γ ) ±
√

(δμ)2 + (δγ )2 = (1.8 ± 0.4) mm yr−1

(1σ, δρwrms = 0.4 mm yr−1). (12)

We note that the T1 uncertainty on ρ would not significantly change
(at the 0.1 mm yr−1 level) neglecting δγ in front of δμ [i.e. assum-
ing that ICE-3G(VM1) is immune from imperfections]. This result
holds both for the rms and wrms measures of uncertainty. Thus, the
GMSLR uncertainty in eq. (12), i.e. 0.4 mm yr−1, essentially origi-
nates from the TG data, and not from T1 GIA uncertainties despite
their importance at a few specific locations in the neighbours of
previously glaciated regions (see Fig. 3c).

5.3 Absolute sea level, altimetry observations and gravity
variations

Similar to TG data, rates of absolute sea level change observed
from altimetry require a GIA correction to enlighten the present-day
climate change contribution. However, since altimeters are directly
sampling the oceans surface, the appropriate correction is not Ṡ,
but the rate of sea surface variation Ṅ (see e.g. Tamisiea 2011).
Furthermore, altimetry observations are expected to be not affected
by the bias of TG observations, caused by their poor geographical
coverage. In Fig. 4(a), the Ṅ fingerprint is shown for the nominal
ICE-3G(VM1); Fig. 4(b) shows its 1σ T1 uncertainty �Ṅ . By
the SLE (eq. 1), the VLM fingerprint would be given by U̇ =
Ṅ − Ṡ, where Ṡ is shown in Fig. 3(a). In our GIA computations,
consistently with the conventions used in altimetry, Ṅ is evaluated
in the reference frame with origin coincident with the centre of mass
of the whole Earth system, including the solid component and the
fluid parts. Since the GIA contribution to Ṅ varies smoothly across
the oceans, a common practice is to correct the rates observed by
altimetry by subtracting the ocean-average <Ṅ>, which according
to calculations based on various GIA models turns out to be close
to −0.3 mm yr−1 (Church et al. 2013; WCRP 2018). Hence, while
on average GIA is causing a collapse of the sea surface relative to
the geocentre, the average sea surface is not moving with respect to
the oceans bottom, according to eq. (3).

Despite the small value of 〈̇N〉 compared to the rate of absolute
sea level change observed during the ‘altimetry era’ (1992–today,
∼3.5 mm yr−1, see Church et al. 2013), estimating its modelling
uncertainty may be of some interest. From our Monte Carlo simu-
lation, we find

〈Ṅ (ω)〉 = (−0.30 ± 0.06) mm yr−1 (1σ ), (13)

a value in fair agreement with predictions from state-of-the-art GIA
models (e.g. Church et al. 2013; Spada 2017). Result (13) shows that
T1 uncertainties on 〈̇N〉 are significant, in relative terms (20 per cent).
We remark that eq. (13) provides a tighter constraint on the possible
range of 〈̇N〉 in comparison with that determined by Tamisiea (2011),
who varied the Earth’s rheological profile within plausible ranges,
but did not impose the fit so obtained with a global set of Holocene
RSL data, as we have done here.

The field N is related to the total geopotential variation � by

N (ω, t) = �

g
+ c, (14)

where g is the reference gravity at the Earth’s surface and c(t) is the
spatially invariant constant introduced by Farrell & Clark (1976)
to ensure mass conservation in GIA modelling (see also Tamisiea
2011; Spada 2017). Hence, for harmonic degrees l ≥ 2 and orders
0 ≤ m ≤ l, the GIA-induced rate of change of the fully normalized
cosine and sine Stokes coefficients is

ċlm + i ṡlm = (−1)m
√

2 − δ0m
Ṅ ∗

lm

a
, (15)

where we have used the definition of Stokes coefficients (e.g.
Heiskanen & Moritz 1981); we have adopted the GRACE normal-
ization conventions for spherical harmonics3 (Bettadpur 2018), a is
the average Earth’s radius, Ṅlm are the coefficients of the complex
4π -normalized spherical harmonic expansion of Ṅ , and i = √−1
(Spada & Stocchi 2006). Because the origin of the GIA reference
frame has been chosen to be coincident with the centre of mass
of the whole Earth, the variations in the Stokes coefficients in eq.
(15) vanish for harmonic degree l = 1, in agreement with satellite
geodetic convention (e.g. Bettadpur 2018). Since the time variations
of the Stokes coefficients are observed by the GRACE satellite (e.g.
Wahr et al. 1998), it is of some interest to consider their T1 GIA
uncertainties using eq. (15). We prefer not to express our results
in terms of equivalent water thickness since for non-surficial pro-
cesses such as GIA it has been shown that this practice leads to
misinterpretations (Chao 2016). As shown in Fig. 4(c), the T1 GIA
uncertainties on ċlm and ṡlm vary with l and m in a quite complex
way, although they have the general tendency to decrease with in-
creasing degree (i.e. decreasing wavelength λ ∼ 2πa/l). For the
lowest degree coefficient, associated with changes in the Earth’s
oblateness, we find

ċ20 = (1.94 ± 0.53) × 10−11 yr−1 (1σ ). (16)

Thus, for this coefficient, the GIA relative uncertainty (∼
25 per cent) is remarkable, largely exceeding the one typically as-
sociated with, for example, satellite laser ranging measurements
(∼ 10 per cent; see e.g. Cheng et al. 1989). This result is clearly a
consequence of the strong zonal pattern shown by �Ṅ in Fig. 4(b).

6 G U E S S I N G T H E T 2 U N C E RTA I N T I E S

A reliable estimate of the T2 uncertainty, associated with structural
differences in GIA models, is obviously hampered by the limited
number of samples (i.e. state-of-the-art global models) existing
and publicly available. Hence, aware of the sketchy character of
the ensuing discussion, we consider two state-of-the-art GIA mod-
els, namely, ICE-6G C(VM5a) of Peltier et al. (2015) and the one
progressively developed at the Australian National University by
Kurt Lambeck and collaborators, hereafter referred to as ANU (see
e.g. Nakada & Lambeck 1987; Lambeck et al. 2003). For ICE-
6G C(VM5a), the chronology of melting is available from the web
page of WR Peltier4, while for ANU the data have been kindly pro-
vided to GS by Anthony Purcell on November 2016. This version

3See ftp://podaac.jpl.nasa.gov/allData/grace/docs/L2-UserHandbook v4.0.
pdf (last visited on 2018 December 12).

4See http://www.atmosp.physics.utoronto.ca/∼peltier/data.php (last visited
2019 March 15).
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Figure 4. Ṅ fingerprint (a) for the nominal ICE-3G(VM1) model and its 1σ T1 uncertainty �Ṅ (b). Predicted present-day rates of change of the cosine and
sine Stokes coefficients for harmonic degrees 2 ≤ l ≤ 6 and orders 0 ≤ m ≤ l coefficients are shown in (c) and (d), respectively. For ease of viewing, the colour
scales in (a) and (b) are saturated.

of the ANU model has been upgraded and published by Lambeck
et al. (2017) shortly after (Anthony Purcell, personal communica-
tion, 2016). These two recent and independently developed models
are constrained by distinct global sets of RSL data and geode-
tic observations. Furthermore, since their deglaciation histories are
available, they can be implemented in an independently developed
SLE solver to facilitate the models intercomparison. With the aim
of assessing the GIA modelling uncertainty in the context of global

climate change, this same mini-ensemble approach has been taken
by the IPCC AR5 (Church et al. 2013), based, however, on previous
versions of the two models and limited to the rate of relative sea
level change5. A different perspective has been adopted by Huang

5See ftp://ftp-icdc.cen.uni-hamburg.de/ar5 sea level rise/ (last visited on
2019 March 13).
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410 D. Melini and G. Spada

Figure 5. Mini-ensemble present-day rates of relative sea level change (Ṡ, a), of absolute sea level change (Ṅ , b), and their 1σ T2 uncertainties �Ṡ (c) and
�Ṅ (d). GIA predictions obtained from the two models at the 23 Douglas (1997) TGs are compared in (e), while in (f) we compare ensemble GIA predictions
for Ṡ (with T2 uncertainties) with observations. For ease of viewing, the uncertainties shown in (f) correspond to 2σ , while the colour scales in (a)–(d) are
saturated.

(2013), who following the previous work by Guo et al. (2012)
considered about 10 historically developed GIA models. However,
some of them are not independent, and some are characterized by
intrinsic limitations such as the lack of rotational feedback or the
use of outdated ice models. Thus, such approach would not fit our
concept of T2 uncertainty, which involves the use of state-of-the-
art and independently developed models, characterized by all the
essential features that ensure a realistic description of GIA.

For both ICE-6G C(VM5a) and ANU models, we have numeri-
cally solved a generalized gravitationally and topographically self-
consistent SLE (eq. 1), in which we account for the horizontal
migration of shorelines and for the transition between grounded
and floating ice. A module for computing the effects of the rota-
tional feedback on sea level has been also implemented, following

the revised rotational theory of Mitrovica et al. (2005) and Mitro-
vica & Wahr (2011), which extends the previous work of Milne &
Mitrovica (1998). The adopted GIA theory, which is based on the
results of Mitrovica & Milne (2003), has been implemented into the
program SELEN4, which improves upon the SLE solver SELEN
originally introduced by Spada & Stocchi (2007), only suitable for
the classical Farrell & Clark (1976) theory. SELEN4 has been re-
cently successfully benchmarked against independently developed
SLE solvers (Martinec et al. 2018). For both models, we have as-
sumed incompressibility and employed a nine-layer mantle with a
linear Maxwell rheology and a density profile based on the PREM
model of Dziewonski & Anderson (1981), assuming a perfectly elas-
tic lithosphere. For model ICE-6G C(VM5a), we have adopted the
viscosity profile presented in the supporting information of Peltier
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et al. (2015). For ANU, we have adopted a lithospheric thickness
of 90 km, an upper-mantle viscosity of 0.5 × 1021 Pa s, and a lower
mantle viscosity of 1022 Pa s, falling within the range of parameters
suggested by Lambeck et al. (2017).

Figs 5(a) and (b) show the ensemble-averaged Ṡ and Ṅ fields,
respectively. The effects of Earth rotation are now evident on Ṅ ,
showing a clear degree l = 2 and order m = 1 lobed pattern; the
Ṡ field shows a comparatively stronger regional variability, caused
by the GIA-induced VLM. The T2 uncertainties �Ṡ and �Ṅ are
shown in Figs 5(c) and (d), respectively. Following the GIA mini-
ensemble approach taken by the IPCC AR5 (Church et al. 2013),
the T2 uncertainties have been evaluated as the sample standard de-
viation of the fields computed using ICE-6G C(VM5a) and ANU,
which correspond, at the 1σ level, to the absolute difference of
the two fields divided by

√
2. Similar to their T1 counterparts in

Figs 3 and 4, the T2 uncertainties are characterized by a strong
zonal pattern with peak values across the previously glaciated areas
and the surrounding collapsing forebulges. The maximum ampli-
tudes found here (∼9.6 mm yr−1 for �Ṡ and ∼0.8 mm yr−1 for �Ṅ ,
respectively) largely exceed the typical T1 values (see Fig. 3). In
the equatorial regions, �Ṡ and �Ṅ generally do not exceed the
∼0.1 mm yr−1 level; in particular, from Fig. 5(d) we note that �Ṅ
is generally characterized by a rather modest variability across the
oceans.

Predictions of the two models at the Douglas (1997) TGs, shown
in the scatterplot of Fig. 5(e), are generally consistent to within a
few tenths of mm yr−1. However, differences are apparent for the
sites corresponding to the points in the box, located along the North
American West Coast and in South East North America, where the
ANU rates neatly exceed the ICE-6G C(VM5a) rates. This may re-
flect structural differences in the time history and geometry of the
Laurentian ice sheet in the two GIA models, but also the relatively
large viscosity increase that ANU assumes in the lower mantle, caus-
ing a delayed response to unloading relative to ICE-6G C(VM5a),
hence a larger isostatic disequilibrium at present time (see also dis-
cussion in Spada & Galassi 2012). In relative terms, the impact
on the T2 uncertainties in Fig. 5(f) is significant, ranging between
40 per cent and 60 per cent for TGs along the North American West
Coast and in South East North America, comparable to that obtained
for T1 in Fig. 3(c), where the GIA correction is significant.

Following the same procedure outlined in Section 5.2,
we have employed the results in Fig. 5(f) to esti-
mate the (GIA-corrected) GMSLR, obtaining ρ = (1.4 ±
0.6) mm yr−1 (1σ, δρwrms = 0.4 mm yr−1). In this case, we have
found that T2 is affecting the GMSLR rms uncertainty at the
0.2 mm yr−1 level, that is, only about one-third of the total un-
certainty, dominated by the dispersion of the sea level trend at TGs.
Conversely, at the 0.1 mm yr−1 level, the wrms uncertainty origi-
nates from the intrinsic variability of TG time-series. The smaller
amount of GMSLR compared to eq. (12) is consistent with find-
ings based on previous versions of the two models considered here
(Spada & Galassi 2012) and with the recent probabilistic assessment
of Hay et al. (2015). Lastly, we have considered the T2 uncertainty
on the ocean-averaged rate of absolute sea level change and on
the rate of change of the Stokes coefficient c20. For the former, we
obtain 〈̇N〉 = (−0.3 ± 0.1) mm yr−1 (1σ ), while for the latter we
get ċ20 = (2.3 ± 1.0) × 10−11 yr−1 (1σ ). Although having a differ-
ent meaning, these estimates are substantially consistent with our
findings about the T1 uncertainties in Section 5. Even if based on
a very limited set of GIA models (two), our results on the large
uncertainty on the GIA contribution to the ċ20 Stokes coefficient
essentially confirm the recent findings of Caron et al. (2018), and

indicates the need of further refinements in GIA modelling. We at-
tribute this large uncertainty to the difference in the lower mantle
viscosity for the two models included in our mini-ensemble.

7 C O N C LU S I O N S

Using a suite of GIA models that describe the delayed response
of the Earth to the melting of late-Pleistocene ice sheets, we have
shown that it is possible to define two sources of uncertainty. These
two types of uncertainty, while not strictly independent of each
other, stem from different aspects of imperfect knowledge. The first
(T1) has been evaluated considering a large ensemble of models
with distinct input parameters (e.g. the viscosity profiles) and re-
gional distributions of ice volumes, constrained by a unique RSL
data set and by the same eustatic curve. The second (T2) accounts,
in addition to differences in input parameters, for more structural
differences in two state-of-the-art, independently developed GIA
models. Our computations, although not exhaustive, have shown
that input uncertainties (T1) are comparable with structural un-
certainties (T2) for a range of GIA-related geophysical quantities
and both substantially contribute to the overall uncertainty in GIA
modelling. However, T1 and T2 are affecting the GIA fingerprints
in different manners at regional and global scales. In particular, at
TGs in the periphery of formerly ice-covered regions, both types of
uncertainty on the GIA-modelled rates of sea level change till now
exceed those on the observed trends. Nevertheless, we have found
that the uncertainty on GMSLR is only marginally affected by the
GIA modelling uncertainties, being dominated by the dispersion
of the observed TG rates. This result is quite robust since it holds
for both types of uncertainties considered in this study. GIA cor-
rections on the ocean-averaged absolute sea level change are small
compared to the rates observed by satellite altimetry. However, we
have found that they are significantly affected by T1 modelling un-
certainties in GIA, and the same holds for the time variations of the
long-wavelength Stokes coefficients of the Earth’s gravity field, in
agreement with recent independent findings by Caron et al. (2018).

This study supports the idea that quantifying GIA uncertainties is
extremely important for understanding changes in the climate sys-
tem (Tamisiea 2011; Spada 2017; Whitehouse 2018) and in partic-
ular to verify the closure of the sea level budget during the altimetry
era (WCRP 2018). However, at present, a rigorous assessment of
the size of the T2 uncertainties is hindered by the very limited num-
ber of independently developed global GIA models available and
testable. The increasing quality of geodetic data and modelling ef-
forts along the lines outlined above and in other studies (e.g. Caron
et al. 2018), either based on traditional spherically symmetric mod-
els or on a more realistic 3D rheology, are expected to significantly
refine current estimates of GIA modelling uncertainties.
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