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Abstract 30 
A systematic decay of the aftershock rate over time is one of the most fundamental empirical 31 
laws in Earth science. However, the equally fundamental effect of a mainshock on the size 32 
distribution of subsequent earthquakes has still not been quantified today and is therefore not 33 
used in earthquake hazard assessment. We apply a stacking approach to well-recorded 34 
earthquake sequences to extract this effect. Immediately after a mainshock, the mean size 35 
distribution of events, or b-value, increases by 20-30%, considerably decreasing the chance 36 
of subsequent larger events. This increase is strongest in the immediate vicinity of the 37 
mainshock, decreasing rapidly with distance but only gradually over time. We present a 38 
model that explains these observations as a consequence of the stress changes in the 39 
surrounding area caused by the mainshocks slip. Our results have substantial implications for 40 
how seismic risk during earthquake sequences is assessed.  41 
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 42 
 43 
 44 
1. Introduction 45 
 46 
Earthquakes interact with each other by changing the state of stress in their surroundings 47 
(Stein, 1999). The static and dynamic stress changes caused by their instantaneous 48 
displacement decay with growing distance from the fault (Okada, 1992). The most noticeable 49 
consequence of this stress change is a dramatic increase in the seismicity rate (Ebel et al., 50 
2000). The aftershock phenomenon is one of the most intensely studied properties of such 51 
events. Based on empirical observations of the 1891 Nobi earthquake, Omori (1895) 52 
described how aftershock activity decreased by K/(t+c), where K and c are constants that 53 
describe aftershock productivity and delay time (Utsu et al., 1995). Utsu (1961) defined the 54 
so-called modified Omori Formula, observing that aftershock sequences decay with different 55 
exponents. Alternatives to the Omori law have also been proposed (Mignan, 2015, 2016). 56 
Today, aftershock activity is typically described as part of a cascading or branching process, 57 
and the Epidemic Type Aftershock Sequence (ETAS; Ogata, 1988, 1998) Model is the best 58 
currently available statistical description of seismicity (Marzocchi et al., 2017). There is also 59 
a good physics-based understanding, often derived from laboratory friction experiments 60 
(Toda et al., 2005), of how stress changes cause the seismicity rate to increase in some 61 
regions by a factor of 1,000 or more, whereas, in other regions, Coulomb stress changes 62 
induced by a mainshock may be negative, lowering the earthquake rate (Wyss and Wiemer, 63 
2000; Gerstenberger et al., 2005). 64 
 65 
However, changes in stress, should not only impact earthquake activity rate, but also the 66 
frequency-size, or frequency-magnitude, distribution (FMD) of the subsequent earthquakes. 67 
The FMD is typically described using another fundamental empirical law of seismology, the 68 
‘Gutenberg-Richter relationship’ (Gutenberg and Richter, 1944), which estimates the number 69 
of earthquakes N larger than or equal to magnitude M, via the formula log(N) = a-bM, 70 
whereby the a-value is a volume productivity measure and the b-value quantifies the FMD 71 
slope: a lower b-value describes a distribution with a higher proportion of larger magnitudes, 72 
and vice versa. Repeated laboratory measurements (Scholz, 1968; Amitrano et al., 2003; 73 
Goebel et al., 2013) have established that the applied differential stress to a rock sample 74 
determines the b-value: the higher the applied differential stress, the lower the b-value. 75 
Observations from various tectonic contexts are consistent with this inverse proportionality of 76 
b on differential stress (Schorlemmer et al., 2005), indicating for example b-values’ 77 
systematic dependency on faulting style (Gulia & Wiemer, 2010), depth (Spada et al., 2013) 78 
and fluid pressure (Bachmann et al., 2012). 79 
To date, the effect of a mainshock’s differential stress change on the subsequent seismicity 80 
has not been systematically investigated, but individual case studies suggest that sometimes 81 
higher b-values are observed after a mainshock (Wiemer & Katsumata, 1999; Wiemer et al., 82 
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2002; Tormann et al., 2012, 2014, 2015; Ogata & Katsura, 2014; Tamaribuchi et al., 2018). 83 
These individual observations highlight the important question of whether such high post-84 
mainshock b-values are characteristic of aftershock sequences and, if so, whether, when, or 85 
how they recover. Here, for the first time, we use a stacking approach to b-value time-series 86 
to enhance the signal-to-noise ratio of their changes, allowing us to extract the generic 87 
behavior previously masked by random variations and systematic biases.  88 
 89 
2. Data and Method 90 
 91 
Transients in b-value are difficult to establish with confidence, since temporal variation can 92 
easily be mimicked or masked by spatial activation changes (Wiemer et al., 2002; Tormann 93 
et al., 2013), especially when the completeness of recording changes dramatically over time 94 
(Wiemer & Wyss, 2002). Consequently, any robust analysis of transients necessitates 95 
meticulous sequence-specific data selection systematically applied so as not to introduce any 96 
biases into the analysis.  97 
We defined a fast, homogeneous, objective and reproducible methodology to select the 98 
region for analysis based on the mainshock’s focal mechanism (FM). FMs provide all 99 
required information (strike, dip, rake) to model a first-order rectangular fault plane. By 100 
deriving a tectonic fault-style (Frohlich, 1992) and by applying empirical formulas (Wells 101 
and Coppersmith, 1994), source dimensions and relative uncertainties can be derived directly 102 
from the mainshock magnitude (Figure 1). Between the two available nodal planes, we 103 
consider the one with the highest number of immediate aftershocks (hereinafter we refer to 104 
the chosen fault plane as the box).  105 
 106 

 107 
Figure 1: Upper panel-red frame: Schematic workflow: from the FM to the fault planes and an example of 108 
the inferred geometry for a M7 earthquake in different tectonic styles. High panel (A)-red frame: method details 109 
about the 4 steps to constrain the geometry of the box: from FM (n.1) (lower hemisphere, in violet) to nodal 110 
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planes (NPs in green and blue colours, n.2). By plotting the nodal planes parameters (strike, dip, rake) in a 111 
Frohlich (1992) triangular diagram (Ftd, n.3) we deduce the tectonic style (N=normal, T=thrust, S=strike-slip, 112 
C=composite) and we infer the plane dimensions (length –L- and width –W) as function of the magnitude (M) 113 
and of the empirical formulas of Wells and Coppersmith (W&C, 1994). The geometry of the nodal planes (dip 114 
direction in shades of grey) and their dimensions constrain the seismogenic boxes (n.4). Four examples for FMs 115 
with M=7 and different tectonic styles are reported to display the planes that individuate the fault plane and the 116 
auxiliary one. Lower panel (B)- green frame. On the left (map): seismicity data plot: mainshock (red star); 117 
earthquakes below the magnitude of completeness (grey); background (blue); aftershocks (red). The fault plane 118 
(green) is also represented in longitudinal (A-B) and transversal (C-D) sections with respect to the strike. On 119 
the right, an example: a-value and b-value time-series and FMD for the background (blue) and the first b-value 120 
estimated after the mainshock (red) for Parkfield, 2004 121 
 122 
We processed all magnitude 6.0 or larger independent (i.e. not themselves aftershocks, 123 
according to Gardner & Knophoff, 1974), events available to us in the high-quality catalogs 124 
(i.e. local catalogs with a low magnitude of completeness) covering California (ANSS), Japan 125 
(JMA), Italy (Gasperini et al., 2013) and Alaska (AEIC), giving us 58 sequences in all: 20 in 126 
California, 35 in Japan, 2 in Italy and 1 in Alaska. For each of these mainshocks, we 127 
construct a box based on the FM parameters (Figure 1). In order to quickly and 128 
homogeneously compare worldwide sequences, all the boxes were derived using mechanisms 129 
from the Global Centroid Moment Tensor database (GCMT, Dziewonski et al., 1981; 130 
Ekström et al., 2012), whereas we performed the temporal parameter analysis based on the 131 
local catalogs, taking advantage of lower completeness magnitudes and higher location 132 
accuracy. Although the GCMT also provides coordinates of the FM centroid, we placed the 133 
box at the hypocentre listed in the corresponding local catalog. Sometimes the offset between 134 
those two locations can be significant (tens of kilometres) because centroids are poorly 135 
constrained by the Moment Tensor inversion procedure (Smith & Ekström, 1997; Kagan, 136 
2003) and are thus unreliable in many cases. This choice can result in asymmetric 137 
distributions of the events with respect to their hypocentre for sources with strong directivity 138 
and asymmetric fault rupture. To acknowledge variation in the spatial spread of aftershocks 139 
between different sequences, we estimate the density of events (immediate aftershocks, e.g. 140 
during the first days) calculating the ratio between the number of events at increasing 141 
distances from the box -from 3 to 10 km, in all the 3D directions- and the fault length. We 142 
then choose the distance that yields the highest aftershock density (i.e. the highest ratio). 3 143 
and 10 km represents, respectively, the uncertainty in the fault size estimation for a M6 and 144 
for a M7 due to the magnitude conversion and homogenization process (e.g. in the Italian 145 
catalog, Gasperini et al., 2013). Within this distance from the box, we select all events in the 146 
local catalog. 147 
 148 
2.1 The individual time-series  149 
To compute parameters, we choose a constant number of events approach, moving the 150 
window through the catalog event by event, and plotting the data at the end of the considered 151 
time interval (Tormann et al., 2013). Computing the b-values critically depends on the correct 152 
estimate of the magnitude of completeness (Mc; Wiemer & Wyss, 2000; Woessner & 153 
Wiemer, 2005; Mignan & Woessner, 2012) which is known to vary over time and changes 154 
especially strongly after large earthquakes (Wiemer & Katsumata, 1999). To avoid overly 155 
conservative estimates at times when smaller events were recorded properly, we estimate the 156 
Mc for each time interval and apply a four-level-approach: we first estimate the overall 157 
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completeness based on the maximum curvature method (Wiemer and Wyss, 2000) of the pre-158 
mainshock catalog as well as the second half of the Gardner and Knopoff (1974) aftershock 159 
time window (when incompleteness that affects the first phase of the aftershock process is 160 
not considered problematic any more), assuming this to be the best Mc level for this region, 161 
and use the maximum of those two as the pre-cutting level. We then estimate for each time 162 
window Mc via maximum curvature plus 0.2 (Wiemer & Wyss, 2000; Woessner & Wiemer, 163 
2005) to reach the dataset from which we estimate the a- and b-values if more than 50 events, 164 
above the Mc, are available. 165 
To account in addition for the short-term aftershock incompleteness (Kagan, 2004) we 166 
removed any events that occurred after the mainshock until the Mc calculated by using the 167 
mainshock-magnitude dependent Mc estimate proposed by Helmstetter et al. (2006) matched 168 
the pre-cutting level.  169 
 170 
We adopt a window length of 150 for the events preceding the mainshock and 400 for events 171 
following the mainshock, due to their different abundances. The b-value was calculated using 172 
the maximum likelihood method. For most earthquake sequences, numerous aftershocks are 173 
observed within the box, but there is only very sparse background seismicity before the 174 
mainshock, too little to estimate an event specific b-value. In those cases, we estimate a 175 
regional background b-value, selecting the closest 300 events that occurred before the 176 
mainshock and using this dataset to compute the local reference b-value. In such cases, the b-177 
values preceding the mainshocks are not represented by a time-series but by a single point 178 
preceding the mainshock.  179 
 180 
To assess the linearity of each FMD, we adopt the non-linearity index (NLI; Tormann et al., 181 
2014): this algorithm judges the linearity of a sample catalog based on the b-value estimates 182 
for different cut-off magnitudes, starting at Mc and increasing up to the highest magnitude 183 
above which 50 events are still observed. The NLI index is the ratio of the standard deviation 184 
of these b-value estimates divided by the largest individual uncertainty (Shi and Bolt, 1982) 185 
in the single b-value estimates, if at least 5 b-value estimates can be calculated. If NLI>=1, 186 
the FMD is considered linear. The overall approach is summarised in Figure 1 for the 187 
example of the M6. Parkfield (California) mainshock that occurred on 28 September 2004: 188 
the time-series of a-values reveals an increase in aftershock activity of roughly a factor of 189 
1,000, which decreases exponentially over time. The b-values increases by about 20%, from 190 
about 0.74 to 0.88, then gradually decrease over time. The respective FMDs are shown, too. 191 
In total, we can define the parameters of interest for 31 sequences out of 58 (15 in California, 192 
14 in Japan, 1 in Italy and 1 in Alaska). 193 
 194 
Once the individual time-series has been estimated, we normalise it by taking the median 195 
value of all the pre-mainshock estimates. Then, for each time step (i.e. one day), we calculate 196 
the percentage differences from the reference level (100%). This allows us to stack the 197 
individual time-series even though the absolute b-values vary due to different tectonic 198 
regimes, magnitude scales and other factors. Since we are interested in solving potential 199 
systematic changes in the parameters before and after the mainshock, we also shifted the time 200 
of the mainshock to zero for each sequence and interpolated the derived parameters on a daily 201 
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scale for the sequence-specific catalog length before and after the mainshock. Finally, we 202 
stacked all the 31 sequences: for each day we calculate the mean of the estimates for the 203 
individual sequences to derive the general behavior. We establish the uncertainty around the 204 
mean by a bootstrap technique over a paradata set of 10 times the number of sequences (i.e. 205 
310). 206 
 207 
 208 
3. Results 209 
 210 
In Figures 2A-D, we show the results of the time-shifted, normalised, stacked time-series, 211 
revealing a trend: immediately after the mainshock, the b-value increases by about 20% 212 
(Figure 2A), a jump that is statistically significant and lies outside the observed pre-213 
mainshock variability of the stacked time-series. The peak increase in the b-value occurs at 214 
between 1 and 2 months. The b-value subsequently remains high for the next 5 years, 215 
decreasing only gradually. Note also the 10% decrease in b-value during the months to days 216 
prior to the mainshock. While this anomaly is consistent with selected case studies and 217 
laboratory studies that have reported dropping precursory b-values (Papadopoulos et al., 218 
2010; Tormann et al., 2015; Gulia et al., 2016) the number of pre-mainshock stacked time-219 
series is only 8.  220 
 221 
The stack of the a-value (Figure 2B) exhibits the well-known increase in activity by a factor 222 
of 1,000 after a mainshock, followed by exponential decay. We also show the Mc stack over 223 
time (Figure 2C) that indicates no systematic change in the Mc before and after the 224 
mainshock. The instantaneous a- and b-values can be used to directly compute the probability 225 
of an earthquake of any magnitude (Wiemer & Wyss, 1997; Gulia et al., 2016). Of special 226 
interest is the probability of a secondary event equal to or even larger than the mainshock 227 
itself. The curve of this normalised probability is plotted in Figure 2D. It shows an increase 228 
above the pre-mainshock background level by a factor of 10,000 immediately after the 229 
mainshock and then a gradual decrease. For comparison, we also compute the current best 230 
practice in aftershock hazard assessment, using a constant b-value (black line in Figure 2D): 231 
this probability exceeds the one computed with a temporally varying b-value by a factor of at 232 
least 10 for many years.  233 
 234 
Next, we analyse the spatial extent of the b-value increase by stacking 3 different and 235 
independent sampling volumes around the mainshock fault volume (Figure 3E-J): the highest 236 
increase in both b- and a-values is observed in the volume limited to up to 2km away from 237 
the mainshock. Here, the b-values increase by 30% after the mainshock. Volumes between 2 238 
and 15 km away from the mainshock also have higher b-values, up by about 20% and provide 239 
an enticing hint that b-values in this distance range tend to increase during the months prior 240 
to the mainshock, a trend opposite to the precursory decrease observed in the immediate 241 
vicinity of the quake. In volumes from 15 to 25 km away, the b-values increase by only about 242 
5% after the mainshock, while a-values rise much more sharply, indicating that not only the 243 
temporal recovery but also the two spatial footprint changes appear to be different. 244 
 245 
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Figure 2: A-D): Stacking the parameters of interest for the 31 sequences showing the difference in percentage 247 
to the reference value. Blue curves indicate daily values over the 5 years preceding the mainshock. Red curves 248 
chart the same values over the first subsequent 5-year period. A) b-value; B) a-value; C) magnitude of 249 
completeness; D) daily probability for an event with magnitude greater or equal to the mainshock, calculated 250 
from the values in the subplots A-B (Pr). In black, the same probability estimated using the background constant 251 
b-value. Grey indicates the uncertainty by bootstrap. E-J: Stacking b-values (E-G) and a-values (H-J) as a 252 
function of the distance, re-sampling the sub-catalog and estimating a- and b-values for the events inside three 253 
different volumes. The shaded colors (red and blue) represent the number of sequences that have an estimation. 254 
 255 
 256 
4. Modeling the changes in aftershocks distribution 257 
 258 
The occurrence of an earthquake affects the stress distribution in the area surrounding the 259 
fault zone. For each point of a 3D domain, the stress changes caused by a mainshock can be 260 
computed using analytical solutions for a dislocation in an elastic half-space (Okada, 1992). 261 
Such computation provides the full stress tensor at each evaluation point, making it then 262 
straightforward to derive variables such as the differential stress changes and the Coulomb 263 
Failure Stress (CFS).  264 
On the one hand, the variation in differential stress can be computed assuming an initial state 265 
(dependent on the faulting style and resulting in a Δ𝜎#$# = 𝜎& − 𝜎() and recalculating the 266 
principal stress by solving for the eigenvalues in the final configuration (i.e. after summing 267 
the changes computed by the Okada model). Then, the differential stress change in 268 
percentage is: 269 

δΔ𝜎 = 	 +Δ𝜎,#$ − Δ𝜎#$#-/Δ𝜎#$# 270 
the values of the initial principal stresses are chosen such that Δ𝜎#$# is 66, 133, 199 MPa for 271 
normal, strike-slip, and thrust faulting respectively. These values are calculated assuming that 272 
one of the three principle stresses is always the lithostatic and vertical at a Seismogenic depth 273 
of 9 km with rock density 2500 kg/m3. The maximum and minimum principal stresses to 274 
calculate the differential stress for the respective cases (normal, strike-slip, and thrust) are 275 
then calculated using ratio with respect to the vertical stress. On the other hand, computing 276 
changes in Coulomb Failure Stress (CFS) provides a first-order understanding of where 277 
future aftershocks are likely to occur (Stein, 1999).  We can calculate a scaled changes in 278 
CFS as:   279 
 280 

δΔ𝐶𝐹𝑆 = 	 +Δ𝜏 + 𝜇(Δ𝜎$ + 𝐵𝜎7)-/Δ𝜎#$# 281 
 282 
in which Δ𝜏 is shear stress and Δ𝜎n is the normal stress. µ is the frictional coefficient with a 283 
value of 0.6, with 𝜎m being the mean effective stress and B = 0.5 the Skempton’s coefficient. 284 
We consider an elastic medium with a Young’s modulus of 30 GPa and a Poisson’s ratio of 285 
0.3. The calculated variation for both stress and CFS are dependent on the assumed focal 286 
mechanism, and we assume that both source and receivers have the same orientation, with a 287 
strike of roughly 30˚ and a dip of 90˚ for the strike-slip faults, and fault dipping ~60˚ for 288 
normal faults and ~30˚ for thrusts, with both cases having strike of 0˚. Such angles represent 289 
the optimal orientation if the principal stresses are oriented along coordinate axes. 290 
In order to have an understanding of the stress variation in three dimension, we calculate the 291 
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mean spatial variation of both δΔ𝜎 and δΔ𝐶𝐹𝑆 for regions at varying distances from the fault 292 
in 1 km steps (e.g. the value at 3 km accounts for values at the receiver between 2 and 3 km). 293 
To avoid singular values, we always exclude values in the first 0.5 km. 294 
 295 
Figures 3A and 3C  show an example of the expected variation in space for an optimally 296 
oriented fault reactivating in a Mw=7 mainshock, with dimensions based on empirical 297 
relationship (Wells & Coppersmith, 1994) and top of the fault at 7 km depth. The areas near 298 
the fault plane are subjected to a decrease in differential stress or an average larger value of 299 
CFS, which correlates with the observed increase in b-value. 300 
To analyze this effect as a function of magnitude, we take the average value of relative stress 301 
changes within the first 5 km. Figures 3B and 3D shows the variation of average CFS and 302 
differential stress changes as a function of magnitude, with percentage variation being 303 
proportional (inversely proportional) to the average value of positive Coulomb (differential 304 
stress). The model predicts a change of about 8% for CFS and 3% for differential stress at a 305 
distance of 5 km for the case of normal faults with magnitude Mw = 8. 306 
 307 

 308 
  309 
Figure 3: A-B: percentage variation of positive Coulomb Failure Stress changes as function of distance (A) and 310 
magnitude (B for the 3 different stye of faulting; C-D: percentage variation of differential stress changes as 311 
function of distance (C) and magnitude (D). E-F: expected temporal evolution of the seismicity rates (D) and of 312 
stress changes recovery (F). G-H: earthquake productivity as function of distance for 5 days (G) and 50 days 313 
(H) after mainshock for 3 different style-of-faulting. 314 
 315 
While Figures 3A-D refer to co-seismic variation, we can use a well-established constitutive 316 
law for earthquake production and a classical elastic rebound theory for the stress to 317 
extrapolate the temporal variation of the changes in the seismicity rate and percentage 318 
variation of differential stress.  319 
The temporal evolution of the earthquake productivity is calculated by assuming rate-and-320 
state friction (Dieterich et al., 2000) according to the formula: 321 
 322 
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R
𝑟 = 	

;+𝑒=>?/@AB,D − 1-𝑒=F/FG + 1H
=&

 323 

 324 
where R is the expected rate of aftershocks at time t, r is the background rate of seismicity 325 
and ta is the aftershock decay time A is a constant value, and 𝜎n,0 is the value of the normal 326 
effective stress. ΔS is an equivalent Coulomb stress, defined as:  327 
 328 

∆𝑆 = Δ𝜏 + J
𝜏K
𝜎$,K

− 𝛼M(Δ𝜎$ + 𝑝) 329 

 330 
We use an equivalent friction 𝜇 = 𝜏K/𝜎$,K − 𝛼 = 0.3	and the value of A𝜎n,0 depends on the 331 
faulting style (0.0116 MPa, 0.0214 MPa, and 0.02 MPa, for normal, thrust, and strike-slip, 332 
respectively – Heimisson & Segall, 2018). The temporal evolution of differential stress is 333 
simply calculated by assuming linear elastic rebound theory: coseismic slip is completely 334 
recovered with a given recurrence time. 335 
Figures 3E-F show the expected temporal evolution for a point located 1 km above the fault 336 
zone along dip. The seismicity rate increases up to 105 earthquakes/years and decreases 337 
exponentially over time to a value slightly above the background level (80 events per year) 338 
after five years (Figure 3E). If the stress recovery is elastic, and assuming for example an 339 
arbitrarily selected 60-years recurrence period, the CFS for example recovers linearly with 340 
little change over the first 5 years, remaining at about 5% above the regional value (Figure 341 
3F). A similar trend could be extrapolated for the differential stress, although with negative 342 
average value in the considered domain. The chosen recurrence period was assumed quite 343 
short to illustrate that even in a case of unusually fast recovery, in a five years’ timeframe the 344 
stresses are still far from the background value (if assuming elastic response only).  345 
 346 
Similar to stress change, the spatial distribution and amplitude of earthquake productivity 347 
depend on the fault’s orientation and faulting style. A comparison of the results in Figure 3G 348 
and 3A/C shows that for the three different faulting styles we expect differences in seismicity 349 
and relative stress changes, with normal faults being the most receptive, but the general 350 
trends persist. While the rate of aftershocks strongly increased up to 10 km away from the 351 
fault (depending on the tectonic style), the stress changes are largely confined to an area 352 
within the first 5 km from the fault.  353 
 354 
Summing up, our simple model shown in Figure 3 suggest that areas of positive CFS (or 355 
average negative differential stress) exist after a mainshock, which would explain the 356 
observed increased b-value. Assuming this correlation does exist, the amplitude of the b-357 
value increase should depend systematically on magnitude and faulting style. According to 358 
the model, the b-value should recover slower and linearly with time, rather than decaying 359 
exponentially, as observed for aftershock rates. The b-value increase should be confined to 360 
the immediate vicinity of the mainshocks.  361 
 362 
Inspired by these model’s predictions, we now re-examine our stacking results. We currently 363 
lack the resolution power necessary to analyse quantitatively the spatial correlation of b-value 364 
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increase with areas of positive CFS (or negative differential stress), and we also have too 365 
limited focal mechanism diversity for a meaningful analysis. We first analyze the long-term 366 
trend: in Figures 4A-B, we extend the stacks to 15 years after a mainshock occurrence and 367 
indeed find the recovery in b-value to be very different from the change in a-values. The rate 368 
increase decays exponentially with time, as expected and in accordance with the Omori’s 369 
law. After 15 years it almost reached the pre-event background level. In contrast, the b-values 370 
remain high through time, decreasing only slightly, in agreement with our theory.  371 
 372 
To investigate magnitude dependence, we compute stacks of the b-values for events above 373 
and below magnitude 7.0 (Figures 4C-D). These confirm that events with magnitude equal or 374 
bigger than 7 experience an increase approaching 40%, while smaller mainshocks cause an 375 
increase of about 20%. Conversely, the a-value increase (Figure 4E-F) appears rather 376 
independent of magnitude. The magnitude dependence of b-value increase would be even 377 
further pronounced if stress drop depended on magnitude. Although it is often assumed that 378 
stress drop is independent of magnitude, for large strike slip earthquakes is was pointed out 379 
that slip increases with rupture length (Scholz, 1982), which has been confirmed more 380 
recently (Hanks and Bakun, 2002; 2008). Because these earthquakes all have the same width, 381 
constrained by the seismogenic thickness, then stress drop must increase by rupture length 382 
and magnitude.  383 
 384 
We also study the distance decay kernels in greater detail in Figures 4G-H and find they tally 385 
with the theoretical prediction that b-values increase is confined to the immediate vicinity of 386 
the fault, decaying rapidly with distance, whereas a-value increases decay more gradually 387 
with distance from the fault. Our more detailed analysis has therefore shown good agreement 388 
between model prediction and data.  389 
 390 
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 391 
 392 
Figure 4: A-B: a-value and b-value stacking showing the difference in percentage from the reference value. C-393 
D: b-value stacking and a-value time-series for the 20 sequences with mainshock M<7 and for the 11 sequences 394 
with mainshock M>=7. G-H: percentage of the maximum a-value (g) and b-value (h) increase as a function of 395 
the distance from the box (km) over the first 3 months of aftershocks.		  396 
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5. Discussion and Conclusions 397 
By using stacking of b-value time-series as a tool to enhance the signal-to-noise ratio, our 398 
study is the first to quantify the general impact of a mainshock on the size distribution of 399 
subsequent earthquakes. The stacked signal of an increase in b-value by 20 – 30% after a 400 
mainshock is very clear and highly significant (Figure 2). We document for the first time the 401 
space, time, faulting style and magnitude dependency of the b-values change, and establish 402 
that the b-value change transients behave distinctly different from the ones of aftershock rate 403 
change, described Omori's law. The differential stress change of the mainshock is a highly 404 
plausible mechanism explaining the empirical observations and is fully consistent with 405 
laboratory measurements of the b-value dependence on stress. 406 
 407 
We propose that the changes in b-value as a function of time after a mainshock can be 408 
described using the formula:  409 
 410 
bpost = bpre (1 + d (1 - t/Rt))  411 
 412 
where Rt is the return period of the mainshock and d is a constant that may depend on the 413 
magnitude of the mainshock, the faulting style and possible tectonic region. A default value 414 
for d, as observed in Figure 2A, would be 0.2. The observed long-lasting increase on the b-415 
values matches the fault’s loading rate. 416 
 417 
Our results address one of the open issues regarding Coulomb stress changes and elastic 418 
rebound theory by Reid (1911). Elastic rebound theory predicts that after a mainshock, it will 419 
take time to recover the strain released in the mainshock, so the subsequent years should be 420 
the least hazardous. On the other hand, Coulomb stress change models and operational 421 
aftershock forecasting models such as ETAS (Ogata, 1988, 1998) or STEP (Gerstenberger, et 422 
al., 2005) predict the highest rate of re-rupturing on the same fault immediately after the 423 
mainshock. These models forecast an unrealistically high chance for a repeat of the 424 
mainshock rupture (Figures 2D) and thus substantially overestimate aftershock hazard. So 425 
far, operational earthquake forecasting models have – on a somewhat ad-hoc basis - lowered 426 
the maximum magnitude or removed this mainshock fault from their computations (Field et 427 
al., 2017). Our results suggest that this paradox is resolved when considering the stress 428 
changes and their impact on the earthquake size distribution. While numerous small events 429 
occur near the mainshock fault, larger ones are far rarer than existing models predict. Indeed, 430 
Figure 4H suggests that the b-values right on the fault plane increase by much more than 431 
120%, consistent with observations from individual sequences showing that the strongest b-432 
value change occurs near the patches of the largest slip (Tormann et al., 2015). 433 
 434 
CFS analysis after significant earthquakes has been frequently conducted after large 435 
mainshocks, with hundreds of studies conducted since the ground-breaking work done on the 436 
Landers earthquake (King et al., 1994). The performance assessment of these aftershock 437 
forecasts has been mixed (Hardebeck,1998; Nandan et al., 2016). Based on our modeling 438 
(Figure 3) we postulate that in the future such studies should not only consider the effect of 439 
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CFS on earthquake rates, but also the absolute value of the change in stress and its impact on 440 
earthquake size distribution if they are to forecast earthquake hazard accurately.  441 
 442 
We conclude by suggesting that stacking carefully selected, time-shifted and normalised 443 
time-series of b-values has proven to be a powerful approach for gaining insights into 444 
physical processes. Our analysis has also shown hints of precursory signals that are consistent 445 
with pre-slip on the fault: decreasing b-values in the immediate vicinity of the fault, and 446 
increasing ones nearby (Figures 2E-F). Future studies covering more events may be able to 447 
resolve these important precursory changes using the stacking approach introduced here.  448 
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