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Abstract Although geological, seismological, and geophysical evidence indicates that fracture damage and
physical properties of fault-related rocks are intimately linked, their relationships remain poorly constrained.
Here we correlate quantitative observations of microfracture damage within the exhumed Gole Larghe Fault
Zone (Italian Southern Alps) with ultrasonic wave velocities and permeabilities measured on samples collected
along a 1.5-km-long transect across the fault zone. Ultrasonic velocity and permeability correlate systematically
with the measured microfracture intensity. In the center of the fault zone where microfractures were
pervasively sealed, P wave velocities are the highest and permeability is relatively low. However, neither the
crack porosity nor the permeability derived bymodeling the velocity data using an effective-medium approach
correlates well with themicrostructural and permeability measurements, respectively. The applied model does
not account for sealing of microfractures but assumes that all variations in elastic properties are due to
microfracturing. Yet we find that sealing ofmicrofractures affects velocities significantly in themore extensively
altered samples. Based on the derived relationships between microfracture damage, elastic and hydraulic
properties, and mineralization history, we (i) assess to what extent wave velocities can serve as a proxy for
damage structure and (ii) use results on the present-day physical and microstructural properties to derive
information about possible postseismic recovery processes. Our estimates of velocity changes associated with
sealing of microfractures quantitatively agree with seismological observations of velocity recovery following
earthquakes, which suggests that the recovery is at least in part due to the sealing of microfractures.

1. Introduction

The structure of fault zones exerts a significant influence on the mechanical and hydraulic properties of the
crust due to the intimate relationships between fracture damage and the physical properties of fault-related
rocks (e.g., Townend & Zoback, 2000). Constraining the relationships between fault damage and physical
properties is important for the interpretation of seismic data and assessment of the feedback between
damage, rupture mechanics, and fluid flow (Stierman, 1984).

Fault zones are often characterized by a fault core that is surrounded by a damage zone in which the intensity
of fracture damage decreases with distance from the fault core (e.g., Caine et al., 1996; Chester et al., 1993; Lee
et al., 2001; Wibberley & Shimamoto, 2003). More complex fault zones consist of a heterogeneous damage
zone structure with multiple fault strands (e.g., Childs et al., 2009; Faulkner et al., 2003), as is the case for
the Gole Larghe Fault Zone (GLFZ) in Italy (Smith et al., 2013). The damage structure of fault zones is related
to their permeability structure (Caine et al., 1996; Knipe, 1992). When a fault core consists of low-permeability
gouge, it may hinder fluid pressure diffusion and thus maintain low effective pressure that can lead to low
fault strength (Faulkner et al., 2003). Highly fractured permeable rocks will instead enhance fluid flow in
the core (Mitchell & Faulkner, 2008, 2012). Under hydrothermal conditions, high permeability and associated
fluid flow lead to progressive sealing of fractures due to mineral precipitation and thus to a decrease of
permeability with time. This process has been replicated in experiments (Morrow et al., 2001; Tenthorey &
Fitz Gerald, 2006) and inferred from geophysical surveys of fault zones following earthquakes (e.g., Li et al.,
2004). It is important to understand the feedbacks between fracture damage, fluid flow, and associated
sealing of fractures by mineral precipitation, and the elastic properties of fault-related rocks. The interplay
between these parameters exerts a strong influence on strength recovery in fault zones and thus the
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mechanics of future earthquakes. For example, a high degree of sealing and an associated strengthening of
the fault appear to be responsible for long earthquake recurrence intervals and high stress drops in the fol-
lowing rupture (Houston, 1990; Kanamori & Allen, 1986). Relations between different physical properties were
previously established from micromechanical modeling exploiting the common dependence of properties
on a specific microstructural parameter (Berryman & Milton, 1988). However, as elastic and hydraulic proper-
ties share only some governing microstructural parameters, their cross-property connection was found to be
qualitative at most (e.g., Sevostianov & Kachanov, 2009). Also, different properties might be governed by dif-
ferent modes of a distribution of microstructural elements; for example, permeability is potentially controlled
by the narrowest fracture in a network, while seismic velocity depends on a mean aperture.

Geophysical studies have suggested that seismic wave velocities may be used as a proxy for the intensity of
fracture damage within fault zones (e.g., Jeppson et al., 2010; Li et al., 2004). The possibility to remotely char-
acterize a fault zone with measurements of seismic velocity is particularly attractive because seismic velocity
is relatively easy and fast to measure from the surface, while the determination of permeability and charac-
terization of damage require drilling into the area of interest. For example, seismological studies, which have
the advantage not only to probe the presently exposed fault area but also to penetrate larger depths and
thus currently active fault areas, indicate that regions of decreased wave velocity and high Vp/Vs ratio corre-
late with highly fractured regions within fault cores (Li et al., 1990, 2004; Mooney & Ginzburg, 1986; Zhao
et al., 1996). Such low-velocity zones have been detected in a number of active faults, including in the San
Andreas Fault Observatory at Depth by seismic reflection imaging (Li & Malin, 2008) and borehole geophysi-
cal logging at a depth of 3–4 km (Jeppson et al., 2010). Combining these observations with the composition
of drill cuttings from San Andreas Fault Observatory at Depth (Bradbury et al., 2007), the relatively low velo-
city zone was related to a combination of (i) fracture damage, (ii) alteration of rocks associated with an
increase in the abundance of clay minerals that have low intrinsic seismic velocity, and (iii) locally high por-
osities (Jeppson et al., 2010). In light of micromechanical modeling, the high Vp/Vs ratio detected in fault
zones likely indicates the presence of pressurized fluids (O’Connell & Budiansky, 1974), as these will compen-
sate for the decrease in Pwave velocities due to damage but leaving Swave velocities largely unaffected. The
inferred presence of fluids causing the high Vp/Vs ratio inside fault zones also suggests increased permeability
in fault zones compared to wall rocks (Byerlee, 1990; Rice, 1992).

Few studies have quantified the relationships between fracture damage, seismic velocity, and permeability
across the entire width of a single large fault zone. In this study, existing data on the structure of the GLFZ
(Smith et al., 2013) are combined with new measurements of microfracture intensity and orientation. These
results are correlated with laboratory measurements of ultrasonic wave velocities and permeabilities of sam-
ples collected from a 1.5-km-long transect across the fault zone. Using these data, we test the applicability of
micromechanical models for the relationships between elastic properties and degree of damage, enabling us
to evaluate their significance and transferability to other fault zones. Of the current models based on effective-
medium theory that link elastic properties and damage (Budiansky & O’Connell, 1976; Kachanov, 1993; Kuster
& Toksöz, 1974; Zimmerman, 1984), we employ the noninteraction approach by Kachanov (1993) to model
crack porosity. We use modeled crack porosity values to estimate permeability and thus explore the link
between the elastic and hydraulic properties of the samples. We establish a work flow for modeling crack por-
osity, aspect ratio, and permeability from measurements of seismic velocity on natural rocks and test the
applicability of the model relations to the fault-related rocks from the Gole Larghe Fault Zone.

2. Geologic Setting

The GLFZ is an exhumed dextral transpressive strike-slip fault zone cutting the Adamello batholith in the
Italian Southern Alps (Figure 1; Di Toro & Pennacchioni, 2005). The Adamello batholith is located between
the Tonale Line to the north and the Southern Giudicarie Line to the southeast, both of which are segments
of the Periadriatic Lineament, the major tectonic structure that separates the Eastern and the Southern Alps
(Dal Piaz et al., 2003). The Adamello batholith comprises several plutons that were progressively emplaced
from c. 42 to 29 Ma at pressures of 250–350 MPa, corresponding to depths of 9–11 km. The GLFZ is hosted
in tonalites of the Val d’Avio-Val di Genova pluton intruded at c. 34–32 Ma (Figure 1; Del Moro et al., 1983).
Following pluton emplacement and crystallization, seismic faulting occurred at c. 30 Ma at temperatures of
250–300 °C and a depth of c. 8 km (Pennacchioni et al., 2006).
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The GLFZ has a length of c. 20 km and a thickness of c. 500–600 m (Figure 2). This thickness corresponds to
the width of the zone that contains fault and fracture densities above regional background values (Smith
et al., 2013). Brittle damage within the GLFZ includes (i) cataclastic faults that often reactivated preexisting
cooling joints in the tonalite, (ii) pseudotachylyte-bearing faults, and (iii) pervasively developed networks
of macro- and microfractures related to (i) and (ii). The damage structure and mechanics of faulting within
the GLFZ were previously investigated in detail (Di Toro et al., 2005, 2009; Di Toro & Pennacchioni, 2004,
2005). Subsequently, Smith et al. (2013) investigated fault-perpendicular transects (Figure 2a) and documen-
ted a broadly symmetric pattern of macrofracture and microfracture intensities (Figure 3a). Based on their
analyses, Smith et al. (2013) subdivided the GLFZ into several zones with different damage characteristics.
Macro- and microfracture intensities are lowest in the tonalitic wall rocks outside the fault zone (Figure 3a).
Inside the fault zone, fracture intensity increases systematically toward a central zone that is bordered on
each side by thick (c. 2 m) cataclastic faults (Figures 2a and 3a). The elevated microfracture intensity extends
up to 50 m beyond the central zone (Figure 3a).

A further defining feature of the GLFZ is a distinct fluid-alteration zone, characterized by pervasive filling of
fractures at all scales by epidote, K-feldspar, and chlorite and by a diffuse alteration of biotite to chlorite
and sericitization of plagioclase (Mittempergher et al., 2014; Smith et al., 2013). This alteration gives outcrops
and samples within the alteration zone a characteristic green color (Figure 3b). Because we consider only the
microscale damage of samples in this paper, we distinguish three zones: (1) fluid-alteration zone, (2) damage
zone, and (3) wall rock. Our terminology slightly deviates from that of Smith et al. (2013) who based their
identification of the central zone mainly on the macrofracture intensity.

3. Methods
3.1. Sample Collection and Microfracture Analysis

Forty-six oriented samples were collected along transects running across the entire width of the Gole Larghe
Fault Zone (Figure 2a; see also Smith et al., 2013). The selection of samples avoided major cataclasite- and

Figure 1. Geologic setting of the Gole Larghe Fault Zone (GLFZ) in the Adamello batholith (after Mittempergher et al., 2009). The Adamello batholith is composed of
several plutons, which were emplaced subsequently (see legend). Outcrop location along the GLFZ, which is shown in detail in Figure 2, is marked with orange
rectangular and arrow.
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pseudotachylyte-bearing fault strands, such that samples include only the large-scale variation of
accumulated microfracture density in the tonalite. The samples thus likely represent the damage that
would be seen by the large wavelengths employed by in situ seismic studies, because the cataclasite- and
pseudotachylyte-bearing fault strands represent just a subordinate fraction of the total fault volume.

For the microstructure analysis, oriented thin sections were prepared that represent the true horizontal plane
(Figure 4). Ultrasonic velocity measurements were conducted on oriented cubic samples cut from each hand
specimen with horizontal, strike-parallel, and strike-perpendicular surfaces. In some cases, several cubic sam-
ples were cut from one hand specimen, yielding a total of 83 samples. Oriented cylindrical cores with length
and diameter of up to 75 and 30 mm, respectively, were prepared for permeability measurements in fault-
parallel, fault-perpendicular, and vertical directions.

Macrofractures in the GLFZ dip mainly to the south at angles of c. 60° (Smith et al., 2013). A close match
between the orientation of micro- and macrofractures has been found in many previous studies (Anders
et al., 2014, and references therein). Thus, microfractures are also expected to show dominant dip angles
of c. 60° and the orientations of microfracture traces obtained from horizontal thin sections are likely not sig-
nificantly biased by the microfracture dip (see also Appendix A1 for an estimation of the microfracture
orientation bias).

Smith et al. (2013) determined the number of intersections of microfractures, P10 (following the terminology
of Mauldon & Dershowitz, 2000), with a randomly oriented test line in quartz grains (because fracture orien-
tation is little affected by crystallographic characteristics of this mineral in comparison to the other common
phases in the tonalite, feldspar, and biotite). We complemented these by measurements of the total fracture

Figure 2. Sample locations. (a) Map of the field area modified from Smith et al. (2013) showing the location of the GPS
points (red symbols) at which intersections of macrofractures with GPS line transects were detected. We use x values to
refer to the location along the transects such that they start at x =�300m at an elevation of 2,700m in the south and end at
x = 1,200m at an elevation of 2,000m in the north (e.g., Figure 3). A total of 46 oriented samples (white symbols) were taken
along the line transects. The southern and northern margins of the fault zone are shown as black dashed lines and the
locations of the 2-m-thick cataclasites within the fluid-alteration zone as green lines. (b) Photograph of the Lobbia Glacier
area (looking south), where the GLFZ is exposed along our 1,500 m-long transect.
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length per area, P21 (compare Griffith et al., 2010). Fractures and grain boundaries were manually traced in
digital images covering a thin section area of c. 2.5 mm2. Each fracture trace consists of discrete, straight
segments that connect nodes, such that the total fracture length is calculated from the sum of the length
of segments. The orientation of the fracture traces was determined individually for every fracture segment;
that is, long fractures composed of many segments contribute with a highly weighted value to orientation
statistics. We classified microfractures either as open (i.e., not containing a mineral fill), as fluid inclusion
planes (FIPs), or as sealed (i.e., containing a mineral fill), while Smith et al. (2013) included fluid-inclusion
planes and sealed fractures in one group. A description of the procedure by which the uncertainty of the
microfracture intensity was estimated is given in Appendix A1.

Figure 3. Macroscale and microscale damage structure of the Gole Larghe fault (modified after Smith et al. (2013). (a)
Macrofracture intensity (green symbols) includes joints, faults, fractures, and cataclastic bands whose location along the
line transects was determined using differential GPS. Here we classify the symmetric structure by three subzones, that is,
wall rocks, damage zones, and fluid-alteration zone, the latter including the central zone bounded by two 2-m-thick
cataclastic bands (green lines) identified by Smith et al. (2013) based on the macroscale damage. Total microfracture
intensity (blue symbols) includes sealed and openmicrofractures determined with the point-intersection method. (b) Thin-
section scans of selected samples showing the change to green coloration of the rocks from the fluid-alteration zone due
to progressive transformation of black biotite to green chlorite. A magmatic foliation as found in other parts of the
Adamello batholith is not observable.

Figure 4. Orientation of samples and associated terminology of directions reflecting the fault strike. Sample cubes have
three orthogonal surfaces oriented horizontally and parallel and perpendicular to the fault strike. The fault plane has a
dip angle of c. 60°. Thin sections are cut in the horizontal plane. The long axes of the cylindrical samples used for perme-
ability measurements are oriented parallel and perpendicular to the fault strike and in vertical direction.
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3.2. Laboratory Measurements of Physical Properties
3.2.1. Bulk Density, Porosity, and Ultrasonic Velocity Measurements
Measurements of bulk density, porosity, and ultrasonic velocity were performed on the prepared cubic sam-
ples ranging from 102 to 103 cm3 in volume (Table 1). The bulk density of the samples was determined using
Archimedes’ method and the connected porosity from imbibition with water. Laboratory measurements of
ultrasonic P and Swave velocities were performed on oven-dry and saturated samples using broadband sen-
sors with a central frequency of 1 MHz, a pulse generator (rectangular signal, central frequency 1 MHz), and a
digital storage oscilloscope. The samples were unconfined, but the sensors were pressed on the samples with
an axial stress of about 0.06 to 0.3 MPa (depending on the cross-sectional area of the sample) in the direction
of wave propagation. Contact gel was applied to the sensors to ensure reproducible coupling on the rough
sample surface. Velocities were measured in three directions (parallel and perpendicular to fault strike and in
vertical direction, Figure 4). Thus, up to three P wave and six S wave velocities (due to the polarization of S
waves) were measured for each sample. The first breaks were usually picked with an uncertainty of
<0.4 μs for Pwaves and c. 0.75 μs for Swaves, resulting in velocity errors generally ≤10%, although problems

Table 1
Sample Volume, Bulk Density, and Connected Porosity

Zone Sample name
Distance from
fault margin (m) V (cm3) ρ (kg/m3) φconn (%)

Southern wall rocks 465 �272 4.2 2,683 ±6.4 0.62 ±0.005
526 �244 8.3 2,687 ±3 0.74 ±0.003
567 �229 3.0 2,694 ±9 1.08 ±0.007
836 �185 2.4 2,719 ±11 1.18 ±0.008
876 �160 2.2 2,684 ±12 1.01 ±0.008
916 �130 2.8 2,599 ±9 1.04 ±0.008
964 �100 13.1 2,703 ±2 0.83 ±0.002
302 �76 3.0 2,634 ±9 1.05 ±0.006
258 �57 0.8 2,709 ±36 1.10 ±0.020
236 �40 6.1 2,582 ±4 0.76 ±0.004
200A �40 3.1 2,688 ±9 0.81 ±0.007
200B �31 2.6 2,627 ±10 0.68 ±0.007
200C �19 4.6 2,692 ±6 0.73 ±0.004

Southern damage zone Ste01 31 3.9 2,716 ±7 0.98 ±0.005
Ste02 60 1.8 2,673 ±14 1.31 ±0.012
Ste03 86 1.2 2,686 ±22 1.20 ±0.024
Ste04 128 3.6 2,607 ±7 1.11 ±0.006
Ste05 158 5.7 2,546 ±4 0.81 ±0.004
Ste06 177 5.8 2,683 ±5 0.70 ±0.004
Ste07 193 4.3 2,702 ±6 0.89 ±0.005

Fluid-alteration zone Ste08 211 2.6 2,654 ±10 0.63 ±0.007
Ste36 224 2.6 2,654 ±10
Ste09 232 2.3 2,702 ±12 0.78 ±0.007
Ste12 271 9.4 2,709 ±3 0.61 ±0.002
Ste13 281 3.9 2,666 ±7 0.66 ±0.005
Ste14 300 0.8 2,730 ±33 0.74 ±0.013
Ste16 336 1.1 2,689 ±25 1.01 ±0.015
Ste15 321 1.4 2,688 ±19 0.74 ±0.011
Ste17 334 3.5 2,538 ±7 1.36 ±0.007
Ste19 371 1.8 2,644 ±15 0.86 ±0.010
Ste20 398 8.2 2,697 ±3 0.53 ±0.003
Ste21 426 4.4 2,702 ±5 0.86 ±0.005

Northern damage zone Ste30 472 7.5 2,706 ±4 1.12 ±0.004
Ste31 484 7.6 2,724 ±4 0.93 ±0.004
Ste28 515 4.1 2,662 ±7 1.53 ±0.008
Ste27 536 1.6 2,716 ±17 1.01 ±0.019
Ste26 551 6.8 2,722 ±4 1.86 ±0.005
Ste25 562 3.7 2,716 ±7 1.29 ±0.009
Ste29 576 2.6 2,614 ±10 1.29 ±0.012

Wall rocks Ste24 1,107 3.4 2,726 ±8 1.34 ±0.009
Ste22 1,142 2.4 2,731 ±11 0.93 ±0.012
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in uniquely identifying the first onset of the S wave might in some cases
cause a larger error. Based on the difference in Pwave velocity in the three
orientations, samples were characterized as isotropic (velocity differences
within experimental uncertainty), as transversely isotropic (velocity in one
directions deviates from the other two bymore than the uncertainty), or as
orthotropic (velocities in all directions deviate from each other by more
than the uncertainty). The symmetry classification thus depends on the
picking error of first arrivals of P waves. For our picking error of 0.4 μs,
70% of the samples are classified as isotropic.
3.2.2. Permeability Measurements
Permeability measurements relied on the pore pressure oscillation
method (Bennion & Goss, 1971; Bernabé et al., 2006; Fischer, 1992;
Stewart et al., 1961) for the majority of samples, but some samples were
tested with the steady state flow method (Table 2). The experimental
setup consisted of a pressure vessel in which a jacketed sample was sub-
jected to hydrostatic pressure using oil as the confining medium. The pore
pressure system, composed of an upstream and a downstream reservoir,
was filled with distilled water. Confining pressure and upstream pore pres-
sure were servohydraulically controlled.

Permeability was generally determined at nominal effective pressures,
here defined as difference between confining and pore fluid pressure, of
10, 30, 60, and 90 MPa. (Effective pressures of up to 190 MPa were applied
in some cases, Table 2.) For measurements using the pore pressure oscilla-
tion method, a sinusoidal oscillation of the upstream pore pressure with
amplitudes and periods ranging from 1 to 4 MPa and 50 to 5,000 s, respec-

tively, was superimposed on the nominal pore pressure of 10 MPa. The phase shift and amplitude ratio of the
response in the downstream reservoir were determined by Fourier analysis of the pressure records, from
which permeability was derived using the analytical solution of the 1-D diffusion equation for harmonic flow
through a homogeneous, isotropic, porous medium (Bernabé et al., 2006; Fischer, 1992; Kranz et al., 1990).

We represent the pressure dependence of permeability by the permeability modulus Kk ¼ �∂pc=∂ lnkjpf .
Furthermore, the permeability measurements were extrapolated to constrain the permeability at zero pres-
sure, k0, to allow for a comparison to the measurements of ultrasonic velocity and porosity performed at
ambient pressure (section 3.2.1). We fit the linear relation lnk = ln k0 � Δp/Kk to the data valid for a constant
permeability modulus (following David et al., 1994, and Rice, 1992) by singular-value decomposition that pro-
vides uncertainties of the fit parameters (Sotin & Poirier, 1984).

3.3. Micromechanical Modeling
3.3.1. Crack Porosity and Aspect Ratio
The equivalent crack porosity was estimated frommeasured ultrasonic velocities using the effective-medium
approach by Kachanov (1993). The model quantifies the effect of cracks on the compliance of a rock that—
when crack free—is isotropic with Young’s modulus E0 and shear modulus G0. The effective Young’s and
shear moduli (Ec and Gc) of a cracked body containing randomly oriented, identical penny-shaped cracks
are then given by (Benson et al., 2006; Kachanov, 1993; Schubnel et al., 2006)

E0
Ec

¼ 1þ 1þ 3
5

1� ν0
2

� � δ
1þ δ

� 1
� �� �

16 1� ν20
� 	

9 1� ν0=2ð Þψ (1)

and

G0

Gc
¼ 1þ 1þ 2

5
1� ν0

2

� � δ
1þ δ

� 1

� �� �
16 1� ν0ð Þ
9 1� ν0=2ð Þψ: (2)

Here ν0 = E0/(2G0) � 1 is the Poisson’s ratio of the crack-free body and δ is the fluid coupling parameter that
quantifies the impact of a crack-filling fluid on the elastic properties. The dimensionless crack density is
defined as

Table 2
Permeability Measurement Conditions

Sample
namea Distance (m) Method Peff,max (MPa)b

465_pa �272 Pore pressure oscillation 10
465_v �272 Pore pressure oscillation 60
964_pa �100 Pore pressure oscillation 60
964_pe �100 Pore pressure oscillation 190
964_v �100 Pore pressure oscillation 90
200C_pa �19 Pore pressure oscillation 90
200C_pe �19 Pore pressure oscillation 90
Ste02_pa 60 Steady state flow 60
Ste04_pa 128 Pore pressure oscillation 60
Ste04_pe 128 Pore pressure oscillation 90
Ste04_v 128 Pore pressure oscillation 90
Ste06_pa 177 Steady state flow 30
Ste17_pa 334 Pore pressure oscillation 60
Ste17_pe 334 Pore pressure oscillation 60
Ste18_pa 361 Pore pressure oscillation 60
Ste18_pe 361 Pore pressure oscillation 10
Ste28_pa 515 Steady state flow 90
Ste29_pa 576 Steady state flow 90
Ste24_pa 1107 Steady state flow 60

aSuffix _pa, _pe, and _v denote direction of permeability measurement
(fault-parallel and fault-perpendicular and vertical, respectively).
bEffective pressure corresponds to unweighted difference between con-
fining and pore fluid pressure.
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ψ≡
Nc3

Vb
(3)

and relates to equivalent crack porosity ϕc according to

ϕc ¼
Nπc2w
Vb

¼ πψ
w
c
¼ πψζ ; (4)

with the number of cracks per unit volume N/Vb, the crack radius c, and the
crack aperture w, such that ζ = w/c ≤ 1 is the crack’s aspect ratio. The bulk
density ρc = (1 � ϕc)ρ0 + ϕcρf of the cracked medium is related to crack
porosity by

ρc
ρ0

¼ 1� 1� ρf
ρ0


 �
ϕc ≃

1� ϕc for dry rocks with ρf→0

1� 2
3
ϕc for water-saturated rocks

8<
: : (5)

where we introduced the bulk density of the crack-free rock, ρ0, and the
density of the fluid filling the cracks, ρf.

As vS ϕc; ζð Þ=vS;0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gcρ0=G0ρc

p
and the fluid coupling parameter results

to

δ ¼ 9

16 1� ν20
� 	 E0

Kf
ζ (6)

for penny-shaped cracks when assuming that all change in the crack
volume is due to aperture variations (Kachanov, 1993; Schubnel et al.,
2006), the normalized effective shear velocity is given by

vS;eff ϕc; ζð Þ
vS;0

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

1� 1� ρf
ρ0

� �
ϕc

1

1þ 1� 9ν0E0ζþ32K f 1�ν20ð Þ
45E0ζþ80K f 1�ν20ð Þ

� �
16 1�ν0ð Þ
9 1�ν0

2ð Þ
ϕc
πζ

vuuut : (7)

An expression similar to (7) holds for the normalized P wave velocity:

vP;eff ϕc; ζð Þ
vP;0

¼ vS;dry ϕc; ζð Þ
vS;0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Gc � Ec
3Gc � Ec

3G0 � E0
4G0 � E0

r
: (8)

We determined equivalent crack porosity and aspect ratio from fitting
equations (7) and (8) to P and Swave velocities measured for dry and satu-
rated samples (Figure 5). The uncertainty of crack porosity and aspect ratio
was determined by propagating the velocity errors.
3.3.2. Permeability and Its Pressure Dependence
The permeability of a rock depends on the geometrical characteristics of
the present pores and fractures and on their interconnection. In a medium
containing randomly distributed, identical penny-shaped cracks the per-
meability is given by

k0 ¼ 4π2

15
N
Vb

f ζ 3c5 ¼ 4π
15

ϕcfw
2; (9)

(Dienes, 1982; Guéguen & Schubnel, 2003), where f denotes the fraction
of interconnected cracks with regard to the total number of cracks per

unit volume N/Vb. The fraction of interconnected cracks f can be determined from percolation theory,
which treats the problem of the probability of cracks to intersect and form a hydraulically interconnected
network,

Figure 5. Dependence of P and S wave velocities on crack porosity and
aspect ratio. (a) Dry case. (b) Saturated case. (c) Example of the isolines for
normalized P and S wave velocities. The intersection of the two bold lines
yields the best fit for crack porosity and aspect ratio.
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where p describes the probability of cracks to intersect and pc represents
the percolation threshold below which no flow occurs (Guéguen &
Schubnel, 2003). According to equation (9), permeability k0 is not only a
function of the crack aspect ratio but also of an absolute length scale of
the fracture geometry (length c or aperture w). The interconnectivity of
fractures may also implicitly depend on their geometry since relatively
wide or short cracks will lower the fraction of interconnected cracks. For
the derivation of equation (10), it is assumed that fractures are arranged
on a simple lattice and thus have four neighboring fractures (Dienes,
1982; Guéguen & Dienes, 1989). Using these relations, the permeability
of our samples can be estimated from equivalent crack porosity as mod-
eled from ultrasonic velocities (Figure 6).

A second link between crack density and permeability results from the
pressure dependence of permeability (Figure 6). Assuming that all frac-
tures contribute to flow and that their closure is purely elastic, a dynamic
permeability modulus

Kk;dyn≡� ∂Δp
∂ lnk


pf

≃
ζE0

9 1� ν20
� 	 ; (11)

(Gavrilenko & Guéguen, 1989; Renner et al., 2000) is gained from the ultrasound velocities and the modeled
aspect ratio and may be compared to the experimentally determined Kk,static.

4. Results
4.1. Microfracture Intensity and Orientation

Thin section analysis revealed the presence of open and sealed microfractures and FIPs. The length of
fractures ranges from submillimeter to centimeter scale; sealed fractures frequently have a relatively wide
aperture (up to c. 120 μm) compared to open fractures, and FIPs are sometimes observed along cleavage
planes (see Figure 8 of Smith et al., 2013). In the southern wall rocks, the traces of both FIPs and open
microfractures mainly strike E-W, that is, parallel to the overall fault strike (Figure 7a). In a sample collected
close to the border of the southern damage zone (x = � 76 m), the orientation of a prominent fracture set
is roughly NNE-SSW and close to fault perpendicular, with minor sets striking ESE-WNW and ENE-WSW
(Figure 7a). This ESE-WNW orientation is consistent with the orientation of postmagmatic cooling joints
(Pennacchioni et al., 2006). Within the southern damage zone, the most common orientation of FIPs and
open microfractures is still E-W, but samples show a more widely distributed microfracture orientation
(e.g., sample at x = 1 m) or a N-S striking microfracture set (e.g., samples at x = 177 m). In the fluid-alteration
zone, a dominant microfracture orientation is not present; some samples showmainly E-W striking microfrac-
tures (x = 281 m), some roughly N-S striking (x = 321 m), others relatively random orientations (x = 300 m).

The P21 microfracture intensity generally increases from the southern wall rocks to the southern damage
zone, but then, in contrast to the P10 values (shown in Figure 7a for comparison), decreases within the
fluid-alteration zone to reach its lowest values in the northern wall rocks (Figure 7a). Most of the fractures
(64%) determined with the length-per-area (P21) method are classified as fluid-inclusion planes (FIPs;
Figure 7b) except in the northern damage zone, where open fractures dominate (Figure 7b). Some samples
from the damage and fluid-alteration zone show increased intensities of sealed fractures without a
systematic trend.

Figure 6. Schematic diagram illustrating the relation of the measured,
derived, and modeled parameters. Measurement values are shown in green
boxes, derived and modeled values in blue ones. Citations refer to models
previously used to interrelate the parameters.
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4.2. Experimental Results
4.2.1. Bulk Density, Connected Porosity, and Ultrasonic Velocity
The bulk density derived by Archimedes’ method (Table 1) does not show a dependence on location along
the transects. In contrast, the connected porosity of the samples varies systematically across the fault zone
(Figure 8a). Within the southern wall rocks, connected porosity increases from 0.6 to 1.2% toward the south-
ern damage zone and then decreases to reach a minimum at the southern border of the fault zone (i.e.,
x = 0 m). In the southern damage zone, connected porosity increases again to values of up to c. 1.3%. In
the fluid-alteration zone the connected porosity is generally low (c. 0.7%) with a few notable exceptions.
The variation in connected porosity is relatively high in the northern damage zone, but porosity appears to
generally increase toward the wall rocks north of the fault zone (x > 1000 m), where porosity is also quite
high (0.9–1.4%).

Figure 7. Variation of microfracture orientation and intensity across the fault zone. (a) Rose diagrams show orientation of
fluid-inclusion planes (FIPs) for selected samples. The vertical edges of the rose diagrams correspond to E-W direction, that
is, parallel to the fault strike. The radius, r, of the rose diagrams is written above each diagram and was adjusted to the
total number of FIPs of that specific sample. Total microfracture intensity obtained from fracture tracing (mm/mm2, green
symbols) in comparison to fracture intensity obtained with the point-intersection method (1/mm, gray symbols; Smith
et al., 2013). (b) Variation of P21 microfracture intensity for the three subdivisions, FIPs, sealed and open fractures.
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Pwave velocities of dry samples from the northern wall rocks (c. 5,000 m/s; Figure 8b) are significantly higher
than that from the southern wall rocks where fluctuations between c. 3,500 and c. 4,800 m/s occur. In con-
trast, the damage zone exhibits no asymmetry but velocities are similar in its northern and southern part
(i.e., c. 4,000m/s). In the fluid-alteration zone, Pwave velocities reach values of c. 5,000–6,000m/s, higher than
anywhere else. In general, the S wave velocities show the same overall trends as the P wave velocities, albeit
with less pronounced variations (Figure 8c).

Upon water saturation of samples, P wave velocity increases by c. 2,000–3,000 m/s in the southern wall rocks
and the southern and northern damage zone, but only by c. 1,000 m/s in the fluid-alteration zone (Figure 8b).
Overall, saturation diminishes the variability of P wave velocities across the fault zone and the contrast in P
wave velocity between fluid-alteration zone and wall and damage zone rocks. The S wave velocities mea-
sured on samples from the wall rocks and southern and northern damage zone increase upon saturation,

Figure 8. Connected porosity and ultrasonic wave velocities. (a) Connected porosity in %. Gray line highlights overall trend
of porosity along transects. (b) P wave and (c) S wave velocities measured on dry (open symbols) and saturated (filled
symbols) samples, averaged over the three orthogonal directions.
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too, albeit to a smaller degree than the Pwave velocities (Figure 8c), therefore yielding a higher average Vp/Vs
ratio inside the fluid-alteration zone (Vp/Vs ≈ 2) than outside (Vp/Vs ≈ 1.75).

The degree of anisotropy, that is, the difference between highest and lowest velocity normalized by its aver-
age value, ranges from 0.02 to 0.35 and varies moderately with location across the fault zone (Figure 9a). For
about half of the samples (48%), the lowest velocity is observed in the horizontal fault-parallel direction, while
only 15% of the samples exhibit the lowest velocity in the vertical direction (Figure 9a). However, these values
differ somewhat for the different subzones (Figure 9b): In the wall rocks, the lowest velocity is detected with a
similar frequency in all directions, although the horizontal fault-perpendicular direction slightly dominates
(39%). In the damage zone, the lowest velocity is hardly ever found in the vertical direction (4%), but with
almost equal frequency in the two horizontal directions (50 and 46%). In the fluid-alteration zone, the velocity
is lowest in the fault-parallel direction in the majority of cases (63%), but rarely in the vertical direction (13%).
4.2.2. Permeability
Permeability was mostly measured in the direction parallel to the strike of the fault, but some measurements
were performed in the vertical and in the fault-perpendicular direction (Figure 10a). The permeability of the
sample in the southern wall rocks (x = � 100 m) varies by about 1 order of magnitude depending on the
measurement direction, but the permeability of the sample in the southern damage zone at x = 128 m is
nearly independent of the measurement direction. Samples from the southern and northern damage zones,
as well as the southern wall rocks close to the fault zone boundary, exhibit the highest permeabilities on the

Figure 9. Anisotropy of the samples as deduced from the velocity measurements. (a) Variation of the degree of anisotropy,
Vp;max � Vp;min
� 	

=Vp , with location along the transects. The color coding corresponds to the direction of the slowest
velocity as shown in legend. (b) The percentage of the direction of the slowest velocity, that is, fault-parallel, fault-per-
pendicular, or vertical, for the three subzones.
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order of 10�18 m2 (Figure 10a). The lowest permeabilities of c. 10�20 m2 were measured on samples from the
fluid-alteration zone, while the northern wall rocks (x = 1100 m) have quite high permeability.

The dependence of permeability on confining pressure varies in samples from different parts of the fault zone
(Figures 10b and 10c). A sample from the southern wall rocks shows a moderate decrease in permeability
with increasing confining pressure (Figure 10b). Permeability moduli from the wall rocks are relatively large
with values of 15–26 MPa (Figure 10c). In the southern and northern damage zones, the pressure depen-
dence of permeability is moderate (Figure 10b) and the permeability moduli are highly variable (16–31 MPa;
Figure 10c). The data from the wall rocks and the southern and northern damage zones show a decrease in
the pressure dependence of permeability with increasing confining pressure (Figure 10b); apparently, all
compliant microfractures are closed at a finite pressure such that permeability will not decrease further.
This crack-closure pressure is reached at approximately 100 MPa in the wall rocks and 60 MPa in the southern
and northern damage zones. In the fluid-alteration zone, the pressure dependence of permeability is highest
(Figure 10b) and the permeability modulus is low (c. 9 MPa, Figure 10c).

Figure 10. Permeability measurements. (a) Permeability at zero pressure as derived from the measurements of permeabil-
ity as a function of confining pressure. Color coding refers to the direction of fluid flow in the experiments with respect
to the orientation of the fault. Thick light gray line highlights variation of permeability across the fault zone. (b) Dependence
of permeability on confining pressure for exemplary samples from the southern wall rocks (blue symbols), from the
boundary to the southern damage zone (red symbols), and from the fluid-alteration zone (green symbols). (c) Variation of
permeability modulus along transects.
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4.3. Modeling Results
4.3.1. Modeled Equivalent Crack Porosity and Aspect Ratio
Equivalent crack porosity and aspect ratio were modeled from the ultrasonic wave velocities on dry and satu-
rated samples (equations (7) and (8)) normalized to the velocities of the background material, Vp,0 and Vs,0.
The required reference values E0 and G0 were determined from the Hill average of the moduli and densities
of the constituents of the tonalite (48% plagioclase, 29% quartz, 17% biotite, and 6% K-feldspar; Di Toro &
Pennacchioni, 2004) taken from Mavko et al. (1998). The full suite of velocities (P and S wave velocities on
both dry and saturated samples) was only obtained for 27 of the 83 samples, mainly due to difficulties in pick-
ing the first arrival of S waves.

Modeled equivalent crack porosities differ significantly for dry and saturated samples, yielding values of
mainly 10�4 to 10�3% for the dry case and 0.1 to 1% for the saturated case (Figures 11a and 11b).
Modeled aspect ratios are mainly in the range of 10�6 in the dry case and 10�3 in the saturated case, with
slightly larger values next to and within the fluid-alteration zone (Figures 11a and 11c). For neither dry nor
saturated samples do either of the two modeled quantities exhibit a significant correlation with location
along the transects (Figures 11b and 11c).

Figure 11. Equivalent crack density and aspect ratio. (a) Modeled equivalent aspect ratio versus equivalent crack porosity
for the dry and saturated case derived frommodeling normalized P and S wave velocities, respectively, using equations (7)
und (8). (b) Crack porosity and (c) crack aspect ratio versus distance along the transects.
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4.3.2. Modeled Permeability and Permeability Modulus
The modeled values for effective crack porosity and aspect ratio correspond to interconnectivity parameters
f = 1, corresponding to full connectivity (equation (10)), for c. 78% of the dry and 43% of the saturated sam-
ples. Only 8 and 14% of the dry and saturated samples, respectively, exhibit connectivity parameters f = 0.
Calculating permeability from equation (9) using the modeled crack parameters still requires choosing a
crack aperture. To match the order of magnitude of modeled and experimental permeability (Figure 12a),
crack apertures of 100 and 10 nm have to be chosen for the dry and saturated case, respectively. Most of
the calculated permeability moduli are between 101 and 102 MPa and thus in the order of magnitude of
the experimentally determined permeability moduli Kk,stat (Figure 10c).

5. Discussion

The constraints on the damage structure of the fault zone gained here by the fracture tracing method and
previously by the point-intersection method (Smith et al., 2013) are comparable overall (see Appendix A2
for a detailed discussion of the relation between P10 and P21). Microscale damage is relatively symmetric
across the fault zone with a generally low degree of damage in the wall rocks and a relatively high degree
of damage within the fault zone (Figures 13a and 13b).

In the following sections, we will concentrate on discussing several key questions:

1. How do the elastic and hydraulic properties of the rock samples relate to the intensity of microfractures
and their orientation?

Figure 12. Modeled permeability and permeability modulus (open symbols) compared to experimentally determined
values (filled symbols). (a) Permeability and (b) permeability modulus modeled for the saturated case after equations (9)
and (11), respectively, versus distance along the transects. A crack aperture of w = 10�2 μm was used to model
permeability.
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2. Why do the modeled crack parameters fail to reflect the variation across the fault zone of the experimen-
tal values upon which the model is based?

3. What is the influence of alteration and sealing of fractures on the correlation of physical properties and
damage and on the applicability of our effective-medium approach to model the microstructural
damage?

4. Can we describe the postseismic structure of the fault zone based on the present-day physical and micro-
structural properties?

5. How do our results contribute to an understanding of the properties of fault zones and their evolution
with time?

5.1. Correlation Between Microfracture Damage, Elastic Properties, and Hydraulic Structure of the
Gole Larghe Fault Zone

Intensity and orientation of microfractures correlate to some degree with magnitude and anisotropy, respec-
tively, of measured ultrasonic velocities. The ultrasonic P wave velocities and to a lesser degree the S wave

Figure 13. Summary of the damage structure of the GLFZ and the experimentally determined physical properties. (a)
Visualization of the fault zone structure. The view has been tilted to the north to account for the dip of the fault zone to
the south with a dip angle of c. 60° (see Figure 10 in Smith et al., 2013). Schematic representations of the variation of
(b) microfracture intensity (Figure 7) and (c) P wave velocity measured on dry and saturated samples (Figure 8). (d) Rose
diagrams illustrating the main orientation of microfractures (valid for open microfractures and fluid-inclusion planes)
and bar plots showing the percentage of the direction relative to fault strike in which P wave velocity was the slowest for
the subzones illustrated in (a) (Figure 9). (e) Schematic of the variation of permeability k0 and permeability modulus Kk
across the fault zone (Figure 10).
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velocities show an inverse correlation with themicrofracture intensity (Figures 13a–13c), irrespective of a pre-
ferred orientation of microfractures or a directional dependence of velocities, which is subordinate compared
to variation along the transects. Thus, the ultrasonic velocities qualify as a proxy for structure. Velocities are
generally high where measured microfracture intensity is low, and vice versa. The fluid-alteration zone, how-
ever, constitutes an exception. In this area, the intensity of microfractures is high, but many of the microfrac-
tures are sealed leading to relatively high P wave velocities. Sealed fractures in the fluid-alteration zone are
mainly filled with K-feldspar and epidote (Smith et al., 2013). Epidote has a high intrinsic P wave velocity
(c. 7,400 m/s; Mavko et al., 2009) and is likely responsible for the increased seismic velocities of rocks from
the fluid-alteration zone. Upon saturation of samples with water, the P and S wave velocity increases to a
higher degree for samples from wall rocks and southern and northern damage zone than for those from
the fluid-alteration zone (Figures 8a and 13c). The relatively small difference in velocities measured on dry
and saturated samples observed for the fluid-alteration zone underlines that sealing affects porosity and
microfracture connectivity in this zone.

Microfractures from the wall rocks are mostly oriented parallel to the E-W strike of the fault and are likely
formed during the cooling of the tonalite (Figure 13d). Microfractures inside the fault zone that have a range
of orientations are most likely due to seismic activity in the Gole Larghe Fault Zone (Griffith et al., 2010). The
preferred orientation of FIPs or open microfractures and the anisotropy of the ultrasonic P wave velocities
appear to correlate to some degree (Figure 13d). In only 15% of all samples, the P wave velocity was slowest
in the vertical direction (Figures 9a and 13d), which is consistent with mainly steeply dipping microfractures.
Microfracture tracings of most samples from the southern wall rocks showed a preferred fault-parallel orien-
tation, which should correspond to lowest velocity perpendicular to the fault. Even though velocity is, in fact,
lowest in the fault-perpendicular direction for 39% of the samples from the southern and northern wall rocks
(Figure 9b), this velocity anisotropy is not as clear as the preferred orientation shown by the microfracture
tracings (Figure 13d). Given the errors of the velocity measurements, the damage anisotropy apparently can-
not be resolved by the Pwave velocities. It cannot be excluded that the velocity anisotropy is influenced by a
magmatic foliation present in some parts of the Adamello tonalite (Figure 1; Bianchi et al., 1970), although no
foliation was observed in the hand specimens. In addition, if microfractures were subparallel to the fault sur-
face, which has a dip angle of 60°, anisotropy determined for the measurement directions might be
decreased with respect to the anisotropy that would be detected if velocities were measured parallel to
the dip direction of the fault surface rather than in the vertical direction. Yet for the magnitude of anisotropy
measured on our samples, we can exclude deviation of anisotropy exceeding 10% (Appendix A1).
Microfracture orientation and velocity anisotropy agree for the damage and fluid-alteration zone. In the
southern and northern damage zones, fault-perpendicular fractures—inferred from the velocity measure-
ments—are slightly more common than fault-parallel ones (46 and 50%, respectively), which agrees with
the microstructure analysis showing that roughly fault-parallel oriented cooling fractures are joined by
approximately fault-perpendicular striking fractures. In the fluid-alteration zone, the percentage of approxi-
mately fault-perpendicular fractures inferred from the direction of lowest velocity is significantly higher
(63%) than that of roughly fault-parallel (25%) or horizontal (13%) microfractures, consistent with
microstructural observations.

The permeability correlates generally well with the degree of microfracture damage and thus the measured
velocities (Figure 13e). Permeability is up to 2 orders of magnitude lower for the wall rocks than for the rocks
from the northern and southern damage zones. Sealing of microfractures in the fluid-alteration zone leads
to permeability approximately 1 order of magnitude lower than for the wall rocks. The pervasive sealing in
the fluid-alteration zone suggests that the central part of the fault zone acted as a fluid conduit only tran-
siently. The observed permeability variation across the GLFZ matches with a combined conduit/barrier for
fluid flow as defined by Caine et al. (1996). On a smaller scale, the damage zone is a conduit-barrier system
in itself, because the damage is distributed relatively heterogeneously inside the damage zone, where
slightly damaged rocks are cut by highly damaged cataclastic bands (Smith et al., 2013). Samples were col-
lected from the more intact rocks between major cataclastic faults. The contribution of these cataclastic
faults to the bulk permeability of the fault zone is unknown. However, the cataclasites are also pervasively
sealed (Di Toro & Pennacchioni, 2004; Smith et al., 2013) and it is likely that their permeability is low and
reasonable well approximated by the permeability measurements made on samples from the
alteration zone.

10.1029/2018JB015900Journal of Geophysical Research: Solid Earth

REMPE ET AL. 7677



The variation of the permeability modulus across the fault zone inversely correlates with the variations in
microfracture intensity and ultrasonic P and Swave velocities (Figures 13b, 13c, and 13e). As velocity and per-
meability, the permeability modulus, too, is affected by the degree of damage and sealing, because the
change in permeability with pressure is governed by the elastic closure of cracks. The variation of the perme-
ability modulus within the wall rocks and southern and northern damage zone is within the error of the mod-
ulus. In the fluid-alteration zone, the permeability modulus is significantly lower; that is, the sensitivity of
permeability to changes in pressure is high. This reduction in permeability modulus associated with a simul-
taneous increase in ultrasonic velocity is not readily understandable in the light of the low permeability and
high degree of microfracture sealing. However, even a relationship between velocity and permeability
depends significantly on the microstructure and is often hard to establish (e.g., Ahrens et al., 2018) and, thus,
it is even less straightforward to understand the relationship of velocity and permeability modulus as a
second-order variable. The calculation of the permeability modulus (equation (11)) depends solely on the
change of the fractures geometry with pressure. An effect of pressure on the crack connectivity is not taken
into account. As the low permeability of the samples from the fluid-alteration zone suggests a proximity to
the percolation threshold, the high-pressure sensitivity of the permeability might be caused by a pressure
dependence of the fracture interconnectivity rather than of the permeability.

5.2. Applicability of the Effective-Medium Model

Equivalent crack porosities and aspect ratios derived from P and S wave velocities measured on dry and
water-saturated samples differ considerably (Figure 11a). The equivalent aspect ratio modeled from ultraso-
nic velocity measured on saturated samples compares well with aspect ratios derived from microstructural
analysis of faulting-induced damage (0.01 to 0.2, Gomila et al., 2016; see also Kranz, 1983), while the aspect
ratio for the dry case is several orders of magnitude smaller. Similarly, the crack porosity for the saturated case
is ≤1% and thus similar to the connected porosity measured in the laboratory (Figure 8). For the dry case,
crack porosities are several orders of magnitude smaller than inferred from the laboratory measurements.
It has previously been concluded from laboratory experiments that the saturation state has a significant
effect on which elements of a distribution of fractures control ultrasonic velocity (Song & Renner, 2008).
Even few long fractures seem to be more relevant for velocities of dry than for saturated samples.

The microcrack parameters derived from the ultrasonic velocity measurements do not reflect the systematic
variation across the fault zone shown by the ultrasonic velocity (Figures 8 and 11). Kachanov’s (1993)
approach rests on several assumptions that might be violated. The highly fractured samples from the fluid-
alteration zone likely violate the assumption of nonintersecting cracks. The difference in the modeled aspect
ratio for dry and saturated samples (Figure 11) indicates that the assumption ofmonosized cracks is too sim-
ple as might be that of the penny-shaped crack geometry. Moreover, our microfracture-orientation analysis
revealed that cracks are not randomly distributed as assumed by the model (Figures 7a and 13d). However,
the isotropic model is consistent with the symmetry classification based on the velocity measurements
(c. 70% are isotropic within the measurement error) such that we refrained from using a more involved
approach and consider the derived porosity and aspect ratio as semiquantitative parameters apt for compar-
ing all samples.

A further prominent reason for the mismatch of measured properties and modeled equivalent crack porosity
is given by the alteration of the rock samples. Heterogeneous alteration poses a problem in the application of
the effective-medium approach because it limits the comparability of different samples. If a different degree
of alteration is not taken into account in the model by adjusting the background elastic properties, that is, E0
and G0, of each sample, the calculated equivalent crack porosity and aspect ratio not only will depend on the
density of open microfractures but also will be biased by the variable alteration of the sample material. In this
study, uniform background material properties were employed for all samples, that is, one calculated from
the bulk mineral composition of the host rock, as adjusting E0 and G0 for each sample requires extensive
mineralogical characterization. However, our samples show some postdeformational alteration of microfrac-
tures. Velocities are therefore influenced not solely by fractures but also by a chemical alteration of the rock
material and the sealing of fractures. This issue did not affect the previous laboratory studies, which reported
modeling of single samples with well-defined background values because all of these studies investigated
the evolution of the rock damage in one sample during laboratory deformation tests (Benson et al., 2006;
Blake et al., 2013; Guéguen & Schubnel, 2003; Sayers & Kachanov, 1995; Schubnel et al., 2003, 2006).
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The order of magnitude of the permeability modeled according to Dienes
(1982) is similar to that of the permeability at zero pressure k0 determined
from the experimental data when using crack apertures of 10–100 nm
(Figure 12a). A nanometer-scale crack aperture appears small compared
to previous microstructural observations of micrometer-scale apertures
(Gomila et al., 2016). It is difficult, however, to identify the elements of a
network critical for interconnectivity and thus microstructural observa-
tions likely provide an upper bound for aperture at best.

The agreement of the majority of the modeled dynamic permeability
moduli Kk,dyn with the experimental permeability moduli Kk,stat (Figure 12b)
is at odds with the expectation that permeability is sensitive to the closure

of few critical cracks, while ultrasonic wave velocity is affected by the closure of cracks whether they contri-
bute to interconnectivity or not. Thus, the good agreement between Kk,dyn and Kk,stat may suggest that the
crack networks are characterized by a high interconnectivity in the investigated samples. According to our
permeability modeling, a high interconnectivity, that is, f~1 (equation (10)), is given for 45% of saturated
and 78% of dry samples.

5.3. Inferred Postseismic Physical Properties

The effect of fracture sealing on the seismic velocity was quantified by a multilinear regression analysis of the
measured velocity and the number of open and sealed P10 microfractures to infer the postseismic structure of
the GLFZ. This analysis provides the hypothetical velocity structure of the fault zone for a stage in which all
microfractures are open, which may approximate the postseismic state immediately after a large earthquake
rupture before mineral precipitation sets in. As a thought experiment, this analysis of the postseismic velocity
structure may be relevant to other fault zones damaged during large earthquakes, even though this situation
will likely not have occurred for the GLFZ, because the broad fault zone we observe today was likely created
by many subsequent ruptures (Di Toro & Pennacchioni, 2004, 2005). In addition, the analysis provides an esti-
mate of the magnitude of the velocity changes caused by fracture sealing.

The hypothetical postseismic velocity structure is predicted assuming linear relationships between the mea-
sured velocity Veff and the number of open and sealed microfractures P10,open and P10,sealed:

Veff ¼ V0 þmopenP10;open þmsealedP10;sealed (12)

and determining the values of the coefficients V0, mopen, and msealed via multilinear regression analysis
(Table 3). Using the determined coefficients, the postseismic velocity is calculated by assuming that all frac-
tures are open, that is, P10,open = P10,total and P10,sealed = 0. The resulting effective velocity structure is quite
symmetric, with a pronounced decrease in P wave velocity toward the center of the fault zone
(Figure 14a). The different zones of the fault area, that is, wall rocks, southern and northern damage zone
and central zone (which is not yet a fluid-alteration zone) can still be distinguished from the variation in velo-
city. The structure depicted by Vp,sat and Vs,dryis similar to that of Vp,dry, while Vs,sat increases toward the centre
of the fault zone (Figures 14b–14d).

The postseismic velocities measured on saturated samples—relevant for natural conditions—are used to
model the equivalent postseismic crack porosity and aspect ratio (Figure 15). The equivalent crack porosity
reflects the systematic variation of the total microfracture intensity across the fault zone: crack porosities
are generally low in the wall rocks, intermediate in the southern and northern damage zones, and highest
in the fluid-alteration zone (Figure 15a). Modeled aspect ratios are in the range of 10�3 to 10�2, correlating
well with values reported in the literature (Gomila et al., 2016; Kranz, 1983; Figure 15b). Two outliers that fall
into the fluid-alteration zone are caused by two exceptionally low S wave velocity values measured on sam-
ples from this distance along the transects (Figure 8).

The correlation coefficients R2 of the multilinear-regression analysis are rather low for Vp,dry, Vp,sat, and Vs,dry,
but particularly so for Vs,sat (Table 3). Poor correlation might, in general, reflect that the linear model is too
simple to describe the relationship between microfracture intensity and velocity. The extremely low correla-
tion coefficient for Vs,sat specifically reflects the sparsity of data points for this case, and the counterintuitive

Table 3
Parameters V0, mopen, and msealed, and Correlation Coefficients R2 Resulting
From Multilinear Regression of Measured Ultrasonic Velocities and Intensities
of Open and Sealed Microfractures According to Equation (12)

V0 (m/s) mopen msealed R2

Vp,dry 4,043 �15.1 45.5 0.51
Vp,sat 5,998 �20.0 12.5 0.29
Vs,dry 2,376 �7.4 19.4 0.37
Vs,sat 2,783 4.5 2.9 0.04
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positive correlation between S wave velocity of saturated samples with fracture intensity of open cracks
(Table 3 and Figure 14d) is thus not significant. When considering a more intuitive case in which Vs,sat
decreases with increasing open microfracture intensity (i.e., when selecting a negative coefficient
mopen = � 3.3 within the standard error gained from the regression analysis; Figure 14d), the modeled
equivalent crack porosity still reflects the variation of the damage across the fault zone (Figure 15).

The correlation of equivalent postseismic crack porosities and measured total microfracture intensities indi-
cates that our model might, in fact, work well with unaltered samples such as experimentally deformed rocks.
When inverting velocities from field studies to derive information on structure, however, results might be
affected significantly by alteration. Thus, a heterogeneous background model of elastic properties should

Figure 14. Inferred postseismic P and S wave velocity assuming that no microfractures are sealed (gray diamonds) com-
pared to velocities measured on saturated samples (blue and red circles). Postseismic velocities were calculated via mul-
tilinear regression of velocity and numbers of open and sealed microfractures (equation (12) and Table 3).
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be used which, for example, might be based on estimates of the degree of alteration and sealing of the rock
from geological studies of the field area.

As ultrasound velocity measurements, our permeability measurements provide only a snapshot of the
damage state of the GLFZ, too. Fluid flow yields a progressive alteration and sealing of microfractures and
causes an evolution of the damage state of faults over time. Thus, the postseismic permeability of the rocks
from damage and fluid-alteration zone was likely higher than it is today after healing and sealing of fractures,
that is, larger than 2 � 10�17 m2, the highest permeability measured on a sample from the damage zone
(Figure 10a). When estimating the permeability at depth, the effect of the elastic closure of cracks has to
be taken into account. Considering an average of the experimentally determined permeability modulus of
23 MPa-1 for the damage zone rocks and assuming that the permeability does not decrease significantly at
pressures higher than the crack-closure pressure (c. 60–100 MPa; Figure 10b), the permeability at depth fol-
lowing rupture is estimated to be higher than 3 � 10�19 m2. The sealing characteristics we observe today
imply that this magnitude of permeability will have allowed for local fluid flow at depth.

5.4. Implications for Geophysical Studies of Fault Zones

We observed a dependence of elastic wave velocity on microfracture damage and the degree of microfrac-
ture sealing within the Gole Larghe Fault Zone. Based on this relation, wemodeled a possible evolution of the
wave velocity with time due to crack sealing and healing. Several studies have reported a recovery of seismic
wave velocities in fault zones or a change in the characteristics of seismic signals over a timescale of 2–5 years
following a velocity-reducing earthquake (Baisch & Bokelmann, 2001; Hiramatsu, 2005; Li et al., 1998; Li &

Figure 15. Crack parameters modeled from the postseismic velocities. (a) Crack porosity and (b) aspect ratio versus dis-
tance along the transects. Filled symbols represent data modeled directly from postseismic velocities, that is, using the
positive coefficientmopen = 4.5, open symbols thosemodeled using a negative coefficientmopen = � 3.3 (open symbols in
Figures 14d).
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Vidale, 2001; Schaff & Beroza, 2004; Tadokoro & Ando, 2002), although there is also evidence that fracture
damage can persist for hundreds of years following some earthquake ruptures (Cochran et al., 2009).
Possible causes for a relatively rapid recovery (2–5 years) of seismic velocity include crack healing, diffusion
of fluids into the fault zone, and fault-normal compaction, all of which would yield a stiffer fault zone. In situ
velocities were generally found to recover as a function of the logarithm of time, implying that recovery of
fault strength was rapid directly following the earthquake, although full recovery could not be observed in
the relatively-short term studies (Li & Vidale, 2001; Schaff & Beroza, 2004). Li and Vidale (2001) show that a
decrease in crack density of a few percent could explain the observed increase in wave velocity (also of a
few percent), while other authors suggest that cracks can be fully healed within a period of 2 years following
rupture (Hiramatsu, 2005). Actual crack healing occurs by diffusional processes on the crystal scale leaving
(secondary) fluid-inclusion planes as evidence of the initial crack surface (Smith & Evans, 1984; Sprunt &
Nur, 1979). At depth, this process can occur on a timescale of days (Smith & Evans, 1984; see also
Klevakina et al., 2014) and might explain the recovery of the in situ seismic wave velocities. Additionally, clo-
sure of cracks due to confining pressure or loss of fluid (pressure) diminishes the influence of the cracks on
the elastic properties of the material without a healing process.

Microstructure analysis of our samples showed that both healing and sealing of microfractures occurred in
the Gole Larghe Fault Zone. As a consequence of fracture sealing by secondary minerals with a high intrinsic
seismic wave velocity (i.e., epidote), ultrasonic velocity was significantly increased. This significant velocity
increase in highly fractured samples is observed even though only a fraction of cracks is sealed and a large
proportion of fractures remains open. Therefore, sealing of fractures might explain the seismologically
observed strength recovery and might eventually even yield an exceedance of the pre-event velocity values.
However, the ultrasonic measurements probed the damage only on the microscale. A scale dependence of
the velocity is generally found when field and laboratory measurements were compared in cases where
damage was present (Jeanne et al., 2012; Rempe et al., 2013; Vinciguerra et al., 2006). The scale dependence
of velocity is caused by the different frequencies of the ultrasonic waves used in laboratory tests and those
generated in seismic surveys, as they are affected differently by microscale and macroscale damage. When
collecting samples in the field, we avoided large-scale cataclasite- and pseudotachylyte-bearing fault strands.
These fault strands represent a small percentage of the total volume of the fault rocks and would likely not be
seen by the meter-scale wavelength employed by seismic studies. Thus, our sampling technique will have
reduced the effect of velocity scale dependence to some degree. It is therefore likely that (i) ultrasonic velo-
city variation derived from the samples and (ii) the modeling results using Kachanov’s theory (which is inde-
pendent of frequency) represent the variation of elastic fault zone properties andmicrostructural parameters,
respectively, as they would be probed by in situ studies. However, some scale dependence will prevail
because it is unlikely that the sealing of (sub)millimeter-scale microfractures would affect field-scale data
to the same degree as the laboratory-scale data.

In summary, the correlation betweenmicrofracture intensity and physical properties found for the Gole Larghe
Fault Zone shows that ultrasonic measurements of the seismic velocity potentially serve as a proxy for micro-
fracture damage and permit at least a qualitative estimation of the variation of permeability with the degree of
damage. The correlation between microfracture orientation and velocity anisotropy may provide the basis to
use velocity measurements as paleostress indicators and as the orientation of microfractures of seismic origin
reflects the stress state at the tip of the propagating (earthquake) rupture, to evaluate earthquake rupture
models (Faulkner et al., 2010; Mitchell & Faulkner, 2009; Scholz et al., 1993; Vermilye & Scholz, 1998).
Alteration poses a problem to the interpretation of the seismic velocities and limits the applicability of models
used to infer the damage structure. More work is needed to differentiate the—possibly competing—effects on
the velocity of postseismic stress and fluid pressure changes, fracture sealing, alteration, andmechanical crack
closure due to aging. In addition, somemicrostructural analysis should always be carried out to gain a compre-
hensive view of the fault’s damage structure and to allow for the interpretation of in situ seismic data.

6. Conclusions

The damage structure of the Gole Larghe Fault Zone, a 600-m-wide exhumed seismogenic strike-slip fault in
the Italian Southern Alps, was characterized by investigating themicrostructure, ultrasonic wave velocity, and
permeability of samples collected along a 1.5-km-long transect. Porosity, velocity, and permeability show
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systematic variations across the fault zone that correlate well with the observedmicrofracture intensity. A low
degree of damage is generally associated with low permeability and high ultrasonic velocities and vice versa.
Variations in velocity across the fault zone are consistent with previously established subzones based on the
degree of damage, that is, southern and northern damage zones and a central fluid-alteration zone. The latter
exhibits pervasive alteration and fracture sealing by epidote and K-feldspar. The anisotropy of microscale
damage and of the velocities measured in three orthogonal directions correlate to some degree, indicating
that fractures are subvertical and more often oriented fault-perpendicular than fault-parallel in the fluid-
alteration zone.

Micromechanically modeled equivalent crack porosity, crack aspect ratio and permeability lie in a physical pos-
sible range, but they do not show the expected variation across the fault zone that is shown by the laboratory
measurements of seismic velocities on which the model is based. As velocities are not solely influenced by frac-
tures but also by an alteration of the background material and its elastic properties, the alteration of the rocks
and sealing of fractures provides a limitation in the applicability of themodel to natural rocks that also has to be
considered when interpreting in situ seismic measurements or seismological observations such as fault healing
following earthquakes. Quantifying the effect of alteration on the seismic velocities provides the opportunity to
model the equivalent crack porosity. It is thus inevitable to perform some—at least qualitative—mineralogical
characterization to distinguish intact rocks from damaged rocks which experienced extensive sealing.

Appendix A

A1. Orientation Bias and Uncertainty of Microfracture Intensities

Asmeasured fracture intensity is a function of the angle of intersection between the fracture and the plane of
observation, the intensity of the microfractures obtained from their intersections either with a 1-D horizontal
scan line or the horizontal plane needs to be corrected (Terzaghi, 1965). Considering the angle between the
dip of the Gole Larghe Fault Zone and the vertical is 30° and assuming that the majority of microfractures are
subparallel to the fault plane, thus exhibiting the same dip, the corrected fracture intensity is determined by
P10,corr = P10/ sin (60°) ≃ 1.2P10 (following Terzaghi, 1965); that is, the fracture intensity corrected in this way
does not deviate significantly from the original counts (Figure A1). However, as the true dip of the microfrac-
tures is not known and, in fact, will likely not be a constant but bemore accurately described by a distribution
function, we refrain from a correction of the fracture intensities and instead estimate the uncertainty. The
uncertainty of P10 microfracture intensity was quantified following the procedure of Lu et al. (2017), which
considers errors in the determination of the intensity due the relative orientation of fractures and scan line
(sampling error) and statistical fluctuation of the intensity from one sample to another caused by the scan line
length (estimation error; Einstein & Baecher, 1983). The uncertainty can be calculated from the length L of the
test line and the number of fracture intersections E(P10) with the test line assuming that the uncertainty of
fracture intensities can be expressed through the variance of a Poisson distribution (Lu et al., 2017). The stan-
dard deviation of the fracture intensities is then given by

σ P10ð Þ ¼ L�0:5E P10ð Þ0:5; (A1)

from which the upper and lower bounds of the 90% confidence interval for the fracture intensities can be
calculated. These upper and lower bounds for L = 0.8 mm are plotted as error bars to the total microfracture
intensity in Figure 7a. These error bars provide a conservative estimation of the uncertainty as here we associ-
ate the length of a single test line with the total number of fractures derived from all the test lines in one sam-
ple. The error resulting from our calculation will therefore be larger than when calculated from the number of
fractures associated with a specific test line of a certain length, which unfortunately we did not record, nor did
we record the number of test lines per sample. However, as further uncertainty is introduced due to the likely
misreading of some fractures (measurement error, Einstein & Baecher, 1983) and the invisibility of small frac-
tures (truncation bias), we suggest that the conservative uncertainty may nevertheless be accurate. The
uncertainty of P21 microfracture intensity (Figure 7a) was estimated assuming a 10% error due to the orienta-
tion bias, the estimation error, measurement errors due to misreading of some microstructures, and the trun-
cation bias associated with small fractures.

The effect of the measurement direction on the deduced degree of anisotropy was estimated by assuming a
transversely isotropic case where the axis of symmetry is oriented parallel to fault surface; that is, it dips with
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60°. The ratio of the velocity measured parallel to the axis of symmetry, vp(θ = 0°), and in the plane of
symmetry, vp(θ = 90°), yields the true degree of anisotropy. The velocity measurements in the truly vertical
direction and in the two orthogonal horizontal directions as conducted for this study are shifted by θ = 30°
from the axes of the transversely isotropic medium. The apparent degree of anisotropy for P wave velocity
AP,app is thus given by

AP;app ¼ vp θ ¼ 30°ð Þ
vp θ ¼ 60°ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A sin2 30°ð Þ þ C cos2 30°ð Þ þ Lþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M 30°ð Þp
A sin2 60°ð Þ þ C cos2 60°ð Þ þ Lþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M 60°ð Þp
s

(A2)

whereM = [(A� L)sin2θ � (C� L)cos2θ]2 + (F + L)2sin22θ, and A, C, L, and F represent the elastic constants for
transverse isotropy (Mavko et al., 1998).

A2. Comparison of P10 and P21 Microfracture Intensities

Microfracture intensity analysis using the point-intersection (P10) method performed by Smith et al. (2013)
was complemented in this study by the length-per-area (P21) method. According to stereological considera-
tions, the relation between the length of randomly oriented lineal elements in a plane and their intersection
with a test line is given by P21 = P10π/2 (Mauldon & Dershowitz, 2000; Nemati & Stroeven, 2001). However, the
P21 values obtained from our samples exceed the P10 values by more than π/2 and a linear relation between
them is not observed (Figure 7a). This might be due to several reasons:

1. P10 values were only obtained for quartz grains, while P21 values were determined on the whole area of
the thin section possibly affecting the fracture orientation and biasing the microfracture intensity.

2. The microfracture orientations obtained from the traced thin-section images show that the assumption of
randomly oriented microfractures is clearly not justified (Figure 7a). When using the P10 method, the test
line was randomly oriented and several counts (in c. 40 quartz grains/sample) were performed for one
samples, which diminishes the effect of a preferred microfracture orientation on the obtained intensity,
but preferred microfracture orientations might still be responsible for some of the observed discrepancy
between P10 and P21 values.

3. P21 values were obtained frommicrophotographs with a higher resolution than was used for the determi-
nation of the P10 microfracture intensity. Thus, very thin or short fractures are likely only included in the
P21 values.

4. As the two measures of microfracture intensity were not obtained on the exact same areas of the thin
sections, heterogeneity of the rock may play a role in the difference between absolute P10 and P21 values
and their relative trends.

Figure A1. Terzaghi-correctedmicrofracture intensity. Comparison of original P21 and P10 fracture intensities (full symbols)
and that corrected for an orientation bias (open symbols) using a correction factor of 1.155 following Terzaghi (1965).
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Results from both methods show that microscale damage is relatively symmetric across the fault zone with a
generally low degree of damage in the wall rocks and a relatively high degree of damage within the fault
zone. In the center of the fault zone, the fluid-alteration zone is characterized by a higher percentage of
sealed microfractures obtained by the P10 method (notably containing both sealed fractures and FIPs;
Figure 7a). However, this higher percentage is not clearly observed in the P21 values for sealed fractures or
FIPs (Figures 7a and 7b). The variation in open microscale damage determined with the P10 method
(Figure 7a) is mirrored in that of the connected porosity (Figure 8a), although there is some scatter in the por-
osity of samples from the fluid-alteration zone, which supports the idea of sample heterogeneity being
responsible for the difference in P10 and P21 values in this zone. Despite the differences in microfracture
intensities measured using the P10 and P21 methods, overall, the results regarding the damage structure of
the fault zone are comparable.
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