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Summary 
We propose an objective and reproducible algorithmic path to forecast seismicity in Italy from long-

term deformation models. These models are appropriate for Italy and its neighboring countries and 

seas thanks to the availability of rich, reliable and regularly updated historical earthquake and 

seismogenic fault databases, and to the density of permanent GPS stations. However, so far little has 

been done to assess the seismic coupling of Italian active faults, i.e. to quantify their ability to release 

earthquakes. This must be determined in order to use geodetic and active faulting observations in 

alternative seismicity models, to overcome possible limitations of the earthquake record for the 

assessment of seismic hazard. We use a probabilistic method to assign upper crustal earthquakes from 

the historical catalogue to their presumed causative faults, then collect all the events into three 

subcatalogues corresponding to the compressional, extensional and strike-slip faulting classes. We 

then determine the parameters of their Gutenberg-Richter frequency/magnitude relations using 

maximum-likelihood methods and integrate these distributions to estimate the long-term seismic 

moment rate for each class. Finally, we compare these seismicity rates to the long-term tectonic 

deformation based on GPS data, thus determining the coupled thickness (and estimating seismic 

coupling) for each fault class. We find that in our study region the seismic coupling and the related 

coupled thickness is on average two times larger for extensional than for compressional faults. As for 

the spatial distribution of earthquake rates, a larger number of events is predicted for the extensional 

settings of the Apennines chain, in agreement with the inferred seismic coupling but also with the 

long-term strain rates. We also find that the frequency/magnitude distributions indicate that the largest 

earthquakes occur in extensional settings, whereas compressional faults are expected to host 

comparatively smaller events. 

Keywords: Continental tectonics: compressional; Continental tectonics: extensional; Earthquake 

interaction, forecasting and prediction; Earthquake hazard; Seismicity and tectonics 

1. Introduction 
Over the past few years a growing number of seismicity and seismic hazard models have relied on 

information from tectonics and active faulting to obtain alternative estimates of the expected ground 

shaking (e.g., Stirling et al., 2012; Field et al. 2014; Woessner et al. 2015; Kastelic et al. 2016), 

supplementing those derived from traditional extrapolation of the seismic catalog. At least in the most 

earthquake-prone areas of the world, including Italy, fault-based seismic hazard is slowly but steadily 

replacing – or at least complementing - the  seismicity-based or zone-based approaches used in the 

past (e.g. Stucchi et al. 2011). The core of these largely empirical-statistical applications is the 

projection into the future of historical seismicity as generated by “seismic zones”, finite areas each 

point of which is presumed to have the same probability of releasing earthquakes following a specific 

magnitude-frequency distribution. The main drawback of such applications rests in the often short 

and spatially-incomplete record of earthquake occurrence, which fails to adequately sample the long-

term average of seismic release. A comparison of the characteristic length of the earthquake record 

conducted for Italy (Stucchi et al. 2004), a country that features an especially long seismic history, 

with the expected long-term slip rate for local faults (Valensise & Pantosti 2001a; Basili et al. 2008) 

suggests that the activity of two out of three sources of potentially damaging events (Mw 5.5+) may 

have gone undetected so far. This implies that not even one complete “seismic cycle” could be 

represented by the available earthquake sample, let alone that a statistically-sound forecast should 

encompass at least a few complete “seismic cycles.” 

These limitations can be overcome with innovative approaches which use other datasets including 

fault locations and slip rates, velocities of benchmarks from Global Positioning System (GPS) 

geodesy, and azimuths of the most-compressive horizontal principal stress (SHmax) (Stucchi et al. 
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2011; Bird & Liu 2007; Bird & Kreemer 2015). Over the past two decades various investigators have 

developed databases and models of potentially active faults, GPS measurements and long-term 

deformation patterns for the whole Italian territory (Basili et al. 2008; Barba et al. 2010; Devoti et al. 

2014; Montone & Mariucci 2016). Each of these datasets, however, is affected by significant 

limitations that are quite hard to overcome: for instance, the tectonic motions documented by GPS 

data are inevitably mixed with short-term transients (Carafa & Bird 2016); reliable magnitude 

estimates and focal mechanisms are available for only a subset of past earthquakes; and, as pointed 

out earlier, the earthquake record is too short (Stucchi et al. 2004).  

The dataset on active faults in Italy is affected by several major limitations: a) fault mapping remains 

incomplete, especially in offshore areas, though the progressive availability of data from the oil 

industry is helping to fill the main gaps; b) precise slip-rates are few; and c) very little is known about 

the seismic coupling of Italian faults. The concept of seismic coupling was originally introduced by 

Kanamori (1971) following an investigation of great earthquakes of the circum-Pacific belt.  Seismic 

coupling, which is dimensionless and no more than unity, is the fraction of fault slip in the frictional 

regime that occurs in earthquakes. The issue was pursued by scientists working on well-known plate-

boundaries zones (e.g. Cowie et al. 1993; McCaffrey 1997; Bird & Kagan 2004; Becker & Meier 

2010); but so far it has received limited attention in areas of spread deformation where seismic hazard 

is distributed on complex systems of active faults, such as in the western US and in Europe. As a 

result, it is common practice to assume that the coupling simply equals one, implying that all tectonic 

deformation above the brittle/ductile transition depth translates into earthquakes release (e.g., 

Woessner et al. 2015 in the context of the calculation of the 2013 Seismic Hazard Map of Europe). 

There is growing evidence, however, that this may not be a general rule, particularly in tectonic areas 

undergoing compression such as the Hellenic Arc (Bird & Kagan 2004; Bird et al. 2009; Howe & 

Bird 2010). It follows that assessing the seismic coupling in all tectonic environments that contribute 

to a country’s seismic hazard is a fundamental prerequisite for a correct use and integration of the 

active faulting, GPS and seismicity databases and hence for achieving more reliable estimates than 

those obtained by means of statistical methods.  

Our goal is to assess the seismic coupling of Italian faults, with the aim of (a) understanding the 

fundamentals of this property of active faults and – even more importantly – (b) avoiding an 

unjustified overestimate of seismic hazard in areas where the coupling is very low. To this end we 

retrace all steps of the seminal work of Bird & Kagan (2004) at the scale of the central Mediterranean, 

with the aim to propose an objective formulation for calculating the seismic coupling and corner 

magnitudes and forecasting the seismicity for Italy. 

We use the fault kinematics reported in the current version of the Database of the Individual 

Seismogenic Sources (DISS) (v. 3.2.0: Basili et al. 2008; DISS Working Group 2015) to classify each 

fault as belonging to one of three classes: compressional, extensional, or strike-slip. We use a 

Bayesian method to assign each shallow earthquake from the historical catalogue CPTI15 (Catalogo 

Parametrico dei Terremoti Italiani 2015: Rovida et al. 2016) to its presumed causative fault. Finally, 

we collect the earthquakes into three subcatalogues corresponding to the three fault classes.  We then 

analyze the earthquake counts and magnitudes in these subcatalogues to determine the parameters of 

their Gutenberg-Richter frequency/moment relations using maximum-likelihood methods (Kagan, 

2002). Next we integrate these distributions to estimate the long-term seismic moment rate for each 

class. We refer to the long-term kinematic deformation models recently published by Carafa & Bird 

(2016) and propose a new formulation to determine the long-term tectonic moment rate of the crust. 

We then compare the obtained seismic moment rates to tectonic moment rates to forecast seismicity 
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for Italy and to determine for each class the coupled lithosphere thickness as defined by Bird & Kagan 

(2004). 

 

2. Methodology 
The natural way to connect recent tectonic activity to seismicity is to predict long-term-average 

seismic moment rates 
seisM  for deforming volumes of the lithosphere using the long-term tectonic 

moment rate 
tectM . Over a sufficiently long time, the mean rate of elastic strain in the lithosphere 

should approach zero and 
tectM  should be expressed either as earthquakes or as aseismic frictional 

sliding. Then, we can relate these two long-term estimates by 

seis tectM c M   (1) 

where c is referred to as “seismic coupling”. In order to include simultaneously the contribution of 

very large but very rare earthquakes and of small but very frequent events and to avoid any volatile 

and subjective estimate of c, we use frequency-magnitude distributions to calculate 
seisM .  

Among different models of the frequency-magnitude distributions, the Tapered Gutenberg-Richter 

(TGR) has several advantages: it fits the long-term seismicity better than other distributions, it is 

computationally simple and manageable, it is easy to simulate and its parameters are less correlated 

than the ones of other distributions (Kagan 2002). Furthermore, the maximum-likelihood 

determination of its distribution parameters has smaller standard errors than those affecting other 

distributions. Conversely, distributions with hard maximum-magnitude cut-offs (the characteristic 

distribution or the truncated Pareto distribution) yield seismic moment rates that are significantly 

higher than the TGR (Kagan 2002).  

The TGR describes the fraction G of earthquakes with moment exceeding M  as 
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where tM is the threshold moment for completeness of the catalog,  is the asymptotic spectral 

slope at small moments, and cM  is the corner moment. Thus, the seismic moment rate seisM can be 

calculated with the total number of earthquakes 0  with tM M  (Kagan 2002): 
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(3) 

where  is the gamma function. . 

Our method of estimating tectM in Equation (1) assumes that we have access to fields of long-term 

(permanent, non-elastic) strain rates in the horizontal plane at the Earth surface. Diagonalization of 

the 2 2  horizontal-plane strain-rate tensors gives the principal horizontal values 1h  (more negative 

or compressional) and 2h  (more positive or extensional) and their associated principal axis 

directions. Then, we can infer the vertical (principal) strain-rate from incompressibility of permanent 

strain 1 2
( )

rr h h
     . The three orthogonal principal axes and the three principal values of the long-
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term strain-rate tensors are now fully defined and can be re-labelled as 
1 2 2
ˆ ˆ ˆ     and 1 2 3   

, respectively. In the real world, the more active conjugate fault set has its slip-rate vectors in the 

plane containing the principal axes 1̂  and 3̂ . In addition, a less active conjugate fault set is likely 

to exist (except in special cases) with slip-rate vectors in the plane containing both 2̂  and the 

principal axis whose strain-rate has opposite sign, so 3̂  if 2 0   or 1̂  if 2 0  . An alternative way 

to state these relations is to define:  

great 1 2 3sup( , , )     (4) 

least 1 2 3
inf( , , )     (5) 

mid great least     (6) 

The formulation by Kostrov (1974) links deformation to moment rate release and assumes that the 

mean deformation rate ij  in the volume V A z    is due to N  earthquakes that occurred during the 

time t  , with 

 0
1

1

2

N

ij ij
M

V t





 
  

(7) 

where   is the elastic shear modulus. Subsequently Ward (1994) translated strain-rates into rates of 

potential moment release relying on the formulation of Kostrov (1974) and reducing the original 

tensor  0 ij
M to a scalar 0M by replacing the tensor strain-rate by the greatest absolute value of any 

principal strain-rate, great
 , thus obtaining:  

tect greatM k A z       (8) 

with 2k  and z , the seismicity cutoff (coincident with the brittle/ductile transition), defined as 

seismogenic thickness. In Appendix 1 we show that a different k  factor (not the 2k  of Ward 

(1994)) needs to be considered if the active-fault planes in the modeled volume of lithosphere are not 

at angles of 45    from great̂ . 

In Appendix 1 we also show that 

tect med small

1 1 2 2

1 1

sin cos sin cos
M A z  

   

 
       

 
 

(9) 

where 1  and 2  are the average angles dividing respectively the fault planes from great  in the 

 great med
ˆ ˆ,   plane and in the  great least

ˆ ˆ,   plane. 

Thus, replacing equation (9) in Equation (1), we can write  

med least
seis
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M c z A
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 
 

(10) 
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where we refer to the product c z  of the right term as the “coupled thickness of seismogenic 

lithosphere” (Bird et al. 2002; Bird & Kagan 2004), while med least

1 1 2 2cos( )sin( ) cos( )sin( )
A

 

   

 
  
 

 is 

the “diffusivity” of the deforming volume of the lithosphere, because of its SI units of m2 s-1.  

Alternatively, it was called “potency rate per unit depth” by Bungum (2007).  

Available data on seismicity and active tectonics allow us to estimate 
seisM  and the diffusivity for 

large parts of the lithosphere, whereas an independent estimation of coupling and coupled thickness 

is still difficult to obtain. Thus, we rely on seismicity and active tectonics, calculating the coupled 

thickness (and seismic coupling) for large volumes of the lithosphere as:  

   
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 (11) 

 

3. Input datasets and modeling procedures 

3.1 Spatial definition of the study area  
One of the most enigmatic aspects of Central Mediterranean neotectonics is the seismicity of the 

Calabrian subduction zone. From the beginning of our work we have been aware that the elusive 

behavior of this subduction zone affects all our datasets (historical catalogue, active fault database, 

GPS measurements). The subduction interface is expected to exhibit a frictional/elastic behavior and 

to generate large earthquakes, whose effects on-land in Calabria and Eastern Sicily would be 

mitigated by distance and the greater focal depth compared to upper-crustal earthquakes. Thus the 

magnitudes and locations of subduction-interface earthquakes may have been reported with 

especially large uncertainties in historical catalogues. We expect such earthquakes to occur at 10-35 

km depth along the subduction interface, whose surface projection in southeastern Calabria overlaps 

with some large back-arc extensional faults capable of m7+ earthquakes (Tiberti et al. 2016), making 

a hypothetic assignment of a historical earthquake inherently non-unique. For instance, Guidoboni et 

al. (2000) found archeological evidence for a large earthquake in the Messina Straits in the second 

half of the IV century A.D., but regarded it simply as a predecessor of the catastrophic 28 December 

1908 (m=7.1) earthquake rather than as an event generated by a source unknown to them. 

Furthermore, for GPS stations located in Calabria and Sicily an unknown amount of interseismic 

strain accumulation from this supposedly-locked subduction zone (whose slip rate is currently 

undetermined) is expected to perturb the short-term deformation patterns, resulting in an incorrect 

estimation of the long-term tectonic moment-rate for the subduction, back arc and forearc regions 

combined. Finally, we are aware that the identification and the investigation of weakly active faults 

is more difficult offshore than it is onland, which suggests to include in our calculations only well 

investigated offshore areas.  

On these grounds, and to avoid any error in calculating the seismicity parameters for Italy, we decided 

to exclude all the earthquakes falling outside the dashed red polyline shown in Figure 1. In Calabria 

the border line of this region roughly coincides with the surface projection of the 35-km isobath of 

the subduction interface (Tiberti et al. 2016). Hence, seismicity is forecast only for the portion of the 

Italian peninsula encircled by the black polyline, thus leaving out Calabria, Sicily, and almost all 

offshore areas. The different areal coverage between the black and dashed red polylines is motivated 

by two contrasting requirements. On the one hand we seek to include the largest possible number of 
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earthquakes for a robust estimation of seismicity parameters for all three fault classes (compressional, 

extensional, and strike-slip); to this end the inclusion of Calabria and Sicily would be recommended 

(and valuable) because geological and seismological evidence suggests that crustal seismogenic 

processes in this reach of Italy do not differ much from those seen in the rest of the country. But on 

the other hand, including data from these regions, for which any long-term (tectonic and seismic) 

estimation of moment rate is inherently ambiguous and highly subjective, could lead to a dramatic 

bias in cz estimations. 

3.2 Historical catalogue 

The CPTI15 catalogue (Rovida et al. 2016) is the latest version of the Italian earthquake catalog, 

which has steadily evolved both in terms of structure and contents over the past 20 years. For the 

version used in this work the time window has been expanded to 2013 and the supporting dataset 

includes a number of new macroseismic data. The catalogue supplies both macroseismic and 

instrumental magnitude determinations, if available, together with uncertainty estimates. 

Macroseismic locations and magnitudes of onshore events are computed by means of the latest 

version of the Boxer code (Gasperini et al. 1999), while for offshore events they are based on the 

method proposed by Bakun & Wentworth (1997). The catalogue does not provide any information 

on focal mechanisms. 

Several studies have investigated and assessed the completeness of the CPTI catalogue using both 

historical (Stucchi et al. 2004) and statistical (Albarello, 2001) approaches. Shorlemmer et al. (2010) 

analyzed a previous version of the same catalogue using the Maximum Curvature method and the 

Entire Magnitude Range method (Woessner & Wiemer, 2005). Their findings on the completeness 

threshold magnitude ( tm  =4.7, conservatively set to tm =4.8; completeness starting in the year 1900) 

agrees rather well with that obtained from the historical ( tm =4.7; completeness starting in the year 

1871) and statistical approaches ( tm =4.7; completeness starting in the year 1920). In this work we 

assume for CPTI15 the year 1880 as the beginning of the completeness window for tm =4.8. Selecting 

earthquakes based on these thresholds resulted in 405 events for the greater Italian region (dashed red 

polyline in Figure 1) and 346 for the smaller Italian region (black polyline in Figure 1) where we will 

forecast seismicity. 

 

3.3 Fault database 

The Database of Individual Seismogenic Sources (DISS) is currently the only comprehensive and 

consistently updated compilation of seismogenic faults available for the broader Italian peninsula. 

Over the past two decades the DISS Working Group identified and characterized seismogenic sources 

capable of producing m≥5.5 earthquakes (Valensise & Pantosti 2001b; Basili et al. 2008, Kastelic et 

al. 2013; Vannoli et al. 2015; Tiberti et al. 2016). The DISS Working Group relies on published data 

but also on original fieldwork (e.g. Kastelic et al. 2008), geomorphologic analyses (Vannoli et al. 

2004; Burrato et al. 2012), and interpretations of seismological and geophysical data (Maesano et al. 

2013, 2015). 

In this work we use the Composite Seismogenic Sources reported in v. 3.2.0 of the database (DISS 

Working Group 2015). These are regional, unsegmented fault systems each of which includes an 

unspecified number of active and seismogenic faults capable of m=5.5 and larger earthquakes. Thus, 

in this work we refer to these geological structures without making a distinction between seismogenic 

sources and faults. In detail we use DISS seismogenic sources to infer the most likely kinematics of 
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any CPTI15 earthquake and populate three subcatalogues: one for extensional faulting (EF), one for 

compressional faulting (CF) and one for strike-slip faulting (SS).  

The main weakness of DISS rests in its poor resolution of the slip rates, which tend to be elusive and 

speculative for almost all sources with very few exceptions (e.g. the data supplied to DISS by Kastelic 

& Carafa (2012); Maesano et al. (2013), and Maesano et al. (2015)). Indeed the geometry, location 

and state of activity - and occasionally even the kinematics - of some DISS seismogenic sources are 

challenged by other scientists (e.g Aloisi et al. 2013; Carannante et al. 2015). To address this 

circumstance in Section 4 we show that the potential mislocation of a DISS fault has a marginal 

impact on our method of assigning a CPTI15 earthquake to the appropriate subcatalogue. 

Furthermore, we show that DISS-predicted and observed focal mechanisms exhibit relatively small 

differences. Prior to beginning our calculations we excluded the ITCS027 “Bore-Montefeltro-

Fabriano” seismogenic source (http://diss.rm.ingv.it/diss/), a laterally-continuous thrust front 

extending from the southern Marche to the Po Plain over a distance of nearly 400 km. The compilers 

of the DISS database contend that some historical earthquakes, and specifically the m6.2, 3 June 1781 

Cagli earthquake, occurred in the mid-to-lower crust within this compressional seismogenic source 

(Finetti et al. 2001; Lavecchia et al. 2003). We do not question this assignment, yet we believe that 

such a long seismogenic source is unlikely to be continuous, considering the rheology of the lower 

Adriatic crust (a mixture of predominantly-plastic, locally-brittle: Carafa & Barba, 2011), and may 

hence introduce a bias in the process of assigning CPTI15 earthquakes to faults. 

Exactly 112 seismogenic sources fall in the region bounded by green polyline of Figure 1: 57 are 

compressional faults, 30 are normal faults and 25 are strike-slip faults. The average fault-to- ̂  angles 

shown in Table 1 (and used in equation 9) are based on mean fault dips for the EF and CF classes; 

however, for the SS class this angle is unrelated to fault dip, and so we take both 
1  and 

2  as the 

average of the corresponding angles for the EF and CF classes. 

 

3.4 Long-term deformation model 
Determining long-term strain rates in the lithosphere is fundamental for properly calculating the 

seismic coupling and the coupled thickness. These estimates cannot be obtained easily using the DISS 

database because this compilation does not consider aseismic deformation or seismogenic sources 

below 5.5m  . Also large-scale tectonic models (e.g. Carafa et al. 2015) currently lack the resolution 

needed to calculate the long-term tectonic moment rate for each faulting class. A sound alternative is 

to use the moment rate determined from GPS-derived strain rates, but these are far from being 

representative of long-term deformation pattern in Italy without first discounting the short-term 

transients, as shown by Carafa & Bird (2016). These investigators have recently determined the long-

term deformation patterns for Italy, after anticipating and discounting short-term transients in GPS 

data, and also after including in their kinematic modeling the azimuths of most-compressional 

principal horizontal stresses. Independent datasets on active faulting and earthquake kinematics 

suggest that these steps are both necessary to produce credible long-term strain-rate maps. However, 

some degrees of uncertainty remain in the selection of a single preferred model. Thus, we calculate 

the diffusivities for the three classes (CF, EF and SS) using all models with 
812 10  m2 < 0A < 

822 10  

m2 of Experiment 3 discussed in Carafa & Bird (2016) (Table 2). Using this procedure we aim to 

capture the epistemic uncertainty in the estimation of the long-term strain-rate (Figure 2). Admittedly, 

the long-term models of Carafa & Bird (2016) yield strain rates which may be either elastic, 

permanent, or mixed because they are based on GPS strain rates whose character is uncertain. The 

elastic rebound theory, however, suggests that the spatial separation between sites experiencing 

elastic strain accumulation and non-elastic permanent strain may be as little as a few kilometers or 

tens of kilometers. Also, it is not practical to attempt to correct observed strain rate fields to an 

http://diss.rm.ingv.it/diss/
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idealized long-term equivalent when dealing with deformation models that do not include faults. 

Therefore, we follow Bird & Kreemer (2015) in assuming that modeled long-term strain rates can be 

used as proxies for long-term permanent strain rates. Any errors introduced by this assumption will 

only affect the specific forms of local maxima, but not the overall regional total strain or seismicity.  

 

4. Classification of CPTI15 earthquakes and apparent fault half-width derived from the 

DISS database  
Our method for assigning earthquakes from the CPTI catalog to DISS faults follows Bird & Kagan 

(2004) in its three-step method and Bayesian philosophy. In the first step, we make a prior assumption 

that a single earthquake has been generated by each DISS fault, in turn, and compute a set of maps of 

the probability densities that the epicenter has various possible locations near the fault trace (and 

perhaps, a limited range of focal mechanisms). In the second step, we make a different prior 

assumption: that a particular historical earthquake was generated by one of these DISS faults. The 

ratios of probability densities computed in the first step are then scaled (also considering relative fault 

activity) to be absolute probabilities that each of the faults was the source. In a few cases where all 

probability densities are zero, we will reject the prior assumption, and the earthquake will remain 

unclassified. In those cases where we can proceed to the third step, we will assign the historical 

earthquake to the most likely causative fault, using either a maximum-probability criterion or a 

Monte-Carlo method, based on the absolute probabilities computed in step 2. Once the earthquake is 

assigned to a fault, it will take its tectonic class assignment (EF, CF, or SS) from the known rake of 

that fault. 

Using the symbol “E” for “an earthquake” and “F” for “a fault”, Bayes theorem states that: 

( | ) ( | ) ( ) ( )P F E P E F P F P E    (12) 

The goal is to compute ( | )P F E  for every fault, for every historic earthquake, so that we will be able 

to perform step 3 and assign that earthquake to a fault.  In Step 1 we will estimate the fault-specific 

terms ( | )P E F  and ( )P F . The term ( )P E , which is the spatial (and perhaps orientation) field of 

prior probability densities for the next new earthquake (independent of the fault database), could be 

determined from seismicity data, but actually this is not necessary; in step 2 we will assume that the 

sum of probabilities ( | )P F E  over all faults equals unity (for each historical earthquake), and thus 

the value of the common factor ( )P E  will not be needed. 

The first step is to map the conditional probability densities that a particular epicenter will be 

generated by a particular fault when it generates its next earthquake. An important technical aspect 

to face is the variable digitization style of fault traces in the DISS database. Each active fault is 

represented in DISS by a series of spatial steps with different lengths, and computing the probability 

densities for each fault-step would not be independent of its length. In order to avoid such a bias we 

compute the map of probability densities (of alternative epicenters) for each fault as a whole, 

summing over its digitization steps. This method gives results that are (nearly) independent of the 

size of the digitization step.  

The probability density ( | )iP E F  that fault i , digitized in N  steps, generates its next earthquake with 

any potential epicenter  ,    is assumed to have this form: 
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1

( / ) ( ( , )) ( ( , ))
N

i n n n n

n

P E F X f Y s   


 . (13) 

where X is a cross-strike probability density function,   and   are the latitude and the longitude of 

the possible earthquake, f  is the offset of the epicenter from the peak of the seismicity distribution 

of the n -th step, Y is an along-strike probability density function, and s is a local variable expressing 

the position along a horizontal axis parallel to the step. 

To prepare for the assignment of earthquakes which have known focal mechanisms (which are only 

the most recent ones), we also use an alternative form that includes the probability densities (in 

orientation space) of resulting earthquakes with a particular triplet of principal-axis orientations, Q  . 

1

( | ) ( ( , )) ( ( , ))
N

i n n n n

n

P E F Q X f Y s   


  . (14) 

The cross-strike probability function nX is defined as 
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

 (16) 

with ih  being the apparent half-width of DISS faults and fn  being the distance measurement between 

the peak of the map-distribution of historical intensities (a proxy for the epicentroid) and the (model-

based) center of the band of seismicity expected from that fault step (not the fault trace). The center 

of the expected band of seismicity is offset with respect to the fault trace by  bottom top0.5 tan  z z  

on the hanging-wall side of the fault, with   being the fault dip and  bottom top
z z  defining the 

seismogenic thickness and depth interval of the seismicity associated with the given fault. Here z is 

measured from the surface near the fault; i.e., it is a depth rather than a negative elevation. Note that 

ih  is a hard threshold beyond which this fault cannot generate any earthquakes. 

Bird & Kagan (2004) empirically determined the apparent boundary half-width ih  of each plate 

boundary class. Their estimates varied between 128 km for Oceanic Transform Faults to 257 km for 

Continental Transform Faults. In detail this half-width incorporated the effects of four spatial 

dimensions: (i) the half-width of the set of fault traces approximated as a single boundary step at the 

surface; (ii) the half-width added by the dip of each fault, if that fault is not vertical; (iii) the error in 

the mapped position of each plate boundary; (iv) the earthquake mislocation. For regional or national-

scale databases like DISS the apparent fault half-widths ih  are expected to be smaller, yet they need 

to be reassessed. Thus we tentatively inferred dimensions (i)-(iv), in some cases speculating, in others 

using well-known patterns. 

For our project the uncertainties on strike and dip of each seismogenic source reported in DISS yield 

a good proxy for dimension (i) of Bird & Kagan (2004). Considering both uncertainties the projection 

of the fault plane onto the Earth surface yields (i) in the range 3-8 km.  

Dimension (ii) of Bird & Kagan (2004) (half-width added by fault dip) is generally accurate in DISS: 

the fault geometry at depth is carefully determined through a combination of different lines of 

evidence ranging from field geology to oil exploration observations to focal mechanisms. On average 
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dimension (ii) is expected to be 10 km for compressional faults, 6.5 km for extensional faults and 4 

km for strike-slip faults.  

In a few cases the coseismic rupture coincides with the surface trace of a DISS seismogenic source; 

more frequently the seismogenic source is blind and is expected to extend upward into different splays 

from its shallowest tip. A somewhat similar reasoning can be applied for the prolongation of well-

defined surface splays; it is rather unlikely that they converge into a single, perfectly-planar fault at 

depth. Thus, we speculate that a realistic mislocation of seismogenic sources (dimension (iii) of Bird 

& Kagan 2004) around 1-5 km can be taken into account without underestimating the information 

content of the DISS database. Nevertheless, we can dismiss major errors in the mapped position of 

each fault. The compilers of the DISS database hold a significant expertise in georeferencing data of 

different nature. Furthermore, this database collects all the information that is available in the 

literature and it is unlikely that some badly mislocated fault would enter the published seismogenic 

source without any further inspection.  

Dimension (iv), that is the mislocation of an historical earthquake, is the hardest to determine. Spatial 

and temporal variability of historical sources, and also the location algorithm, are known to bias the 

true epicentral location. To estimate the extent of this mislocation we compared the epicentroids of 

different earthquakes reported in both the CPTI04 (an earlier version of CPTI15) and CPTI15 (Rovida 

et al. 2016) catalogues. We find that the largest discrepancy is found in the epicentroids assigned to 

the 23 February 1818 event, presumably located offshore, with the two locations differing by 29 km. 

Similar mislocations may affect other coastal or offshore earthquakes (22 October 1919, Mw 5.2 

Anzio earthquake; 16 August 1916, Mw 5.9 Alto Adriatico-Rimini earthquake), but we do expect 

better precision on land. Therefore, we suggest that dimension (iv) is between 5 and 30 km. 

Combining the four characteristic dimensions gives 15-50 km as the expected range of a priori 

apparent half-width ih  of DISS faults. 

The factor ( ( , ))n nY s    is a function of distance s  along the length of the trace, which expresses the 

position along a horizontal axis parallel to the fault trace. Earthquakes actually caused by a particular 

step on a given fault might appear beyond the ends of the step due to along-strike mislocation and/or 

earthquake location error (see dimensions (iii) and (iv) discussed above). The combination of these 

errors are not expected to exceed 5-20 km, a quantity that we define as 2 . Following Bird & Kagan 

(2004) we use the product of two normal cumulative distribution functions to produce a smoothed 

boxcar probability density function  

    
2 22 2 22

, n

s s
s ls

n nY s c e ds e ds
 

 

 

   
     

   
   

(17) 

where c  is computed so that   1nY s ds





 . 

In cases where we will be comparing a known focal mechanism to the expected focal mechanism (for 

each fault), factor Q  is also needed to express the likelihood of different rupture mechanisms 

associated with the given fault.  We make the simplifying assumption that the ratios of angular 

probability densities Q  that should be compared to a given real earthquake can be expressed as a 

function of only one variable: the minimum three-dimensional rotation   necessary to make the 

principal axes of the expected earthquake (based on fault strike, dip and rake angles) coincide with 

the actual earthquake focal mechanism (Kagan, 1991). In detail, we define 
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(18) 

This will ensure that an earthquake is not assigned to a fault with an incompatible sense of slip. The 

main cause of unexpected directions of moment tensor axes is the apparent low friction of some active 

faults. To avoid that one might choose m 45   . However, Bird & Kagan (2004) suggested to use 

m 60   because moment tensors in each catalogue may be rotated from the true mechanisms by 

median amounts of about 15° (Kagan 2003). 

In the previous equations we estimated ( | )P E F  , which is a unit-dependent probability density.  The 

factor ( )P E  is also a probability density in the same units.  These units depend on whether alternative 

focal mechanisms are considered, as in (14), or neglected, as in (13). It remains to estimate ( )P F  for 

each fault, which is the probability that the next shallow earthquake in the region will be caused by 

that fault. ( )P F  is assumed to be proportional to the along-fault sum of factors nA , which are the 

numbers of detectable earthquakes occurring on step n , assumed to be composed of a tectonic regime 

factor and a length factor: 

class

class

n
n

l
A C

L
   (15) 

with 
classC  being the number of earthquakes produced by faults of class CF ( class 1 ), EF (class 2

) and SS (class 3 ), 
nl  is the trace length of step n  and 

classL  is the total trace length of all steps in 

the considered class. The counts 
classC  are determined by boot-strap iteration because some 

earthquakes fall at almost equal distance from the extensional and compressional faults; some 

information on the average behavior of each class may hence support the assignment of each event 

to the relevant class. 
classC  is rapidly stabilized by iteration; Table 1 reports the final values of class

class

C

L
. 

Compared to the method of Bird & Kagan (2004) our nA  values do not include any fault slip rate 

factor, because in DISS the slip rate is usually the most volatile and poorly-constrained parameter. 

However, we acknowledge that what seems to be a class factor could really be influenced by unknown 

slip-rate factors. Should slip rates be determined more accurately in the future, it will always be 

possible to look back and re-evaluate this issue. 

We computed cumulative distributions in the 10-50 km range for ih and 0-30 km range for 2  to 

determine their final values. The selection of preferred values for ih  and 2  involves a compromise 

between two conflicting considerations. First, it is fundamental to associate the largest possible 

amount of seismic moment and the largest number of earthquakes with known faults. Second, ih

should not be larger than 40-50 km because that is on average the spatial separation between zones 

undergoing extension and zones undergoing compression in the Apennines. Doing otherwise would 

inevitably cause an increasing interference among seismogenic sources with opposite kinematics. 

Figure 3 shows that 2ih   coupled with 25ih  km and 2 10  km allows us to assign > 90% of 

CPTI15 earthquakes to DISS faults and to recover nearly all the seismic moment (>95%).  

Thus, we set 25ih km and 2 10   km for the 346 earthquakes with 4.8m   selected from the 

CPTI15 catalogue (starting with the year 1880), resulting in 134 earthquakes assigned to the CE class, 
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140 to EF and 40 to SS (Figure 4). Figure 3 shows the cumulative distribution of peak probabilities 

( | )iP F E : out of 314 earthquakes assigned to faults, 228 were assigned with a peak probability equal 

to 1.0, while for 280 events the probability is 0.9 or larger. For 32 earthquakes, however, we could 

not determine the causative faults. This occurs when earthquakes fall too far from any DISS fault. 

We assigned these 32 events to the three classes, proportionally to their populations, resulting in 13.7, 

14.3 and 4.1 additional, kinematically undetermined earthquakes for CF, NF and SS respectively.  

It could be argued that the absence of focal mechanisms for nearly all earthquakes in the CPTI15 

catalogue may result in an unbalanced and decisive role of the fault kinematics adopted in the DISS 

database: an incorrect rake assignment for a DISS fault would result in a wrong class assignment for 

all associated CPTI earthquakes. To dispel these doubts we performed a double-blind experiment. 

We first selected the 5m   events with depth 25  km from the recently-published database of focal 

mechanisms of Montone & Mariucci (2016). Then, in the first experiment we assigned earthquakes 

to faults using the observed focal mechanisms (equations (14, 18), using factor Q ), while in a second 

experiment we used (13). We found that 11 out of 76 earthquakes were unassigned to faults in the 

first experiment, while in the second experiment the unassigned earthquakes dropped to only 6. 

Furthermore the 65 earthquakes assigned to faults in both the first and second experiment do not 

change their most-probable causative fault kinematics. This test suggests that our method of 

classifying earthquakes is rather stable, and that the absence of focal mechanisms for CPTI15 

earthquakes is not a severe limitation for recovering their tectonic regime from DISS faults, as long 

as such faults fit the observed focal mechanisms. We tested this conclusion by further investigating 

the misfits between the expected focal mechanisms (based on the strike, dip and rake of the DISS 

faults) and the observed ones for the 71 events assigned to a DISS fault in the second experiment. 

Figure 3 shows the cumulative distribution of focal mechanism misfits in a format similar to an error-

diagram display (Kagan 2009; Kagan & Jackson 2015). We find a fairly good agreement between the 

observed kinematics and the predictions of the DISS database: 80% of events exhibit a misfit <45°, 

estimated as the maximum rotation of a double-couple source (Kagan, 1990) between that predicted 

by DISS and the real focal mechanism.  

5. Seismicity parameters 

5.1 Tapered Gutenberg-Richter distributions 
Once the three subcatalogues were populated we sought to determine the maximum-likelihood 

estimates of   and cM  to calculate 
seisM (equation 3). The number of earthquakes and their 

magnitude distribution for the SS subcatalogue, however, is insufficient to obtain a stable result; thus 

we dismissed this subcatalogue as unsuitable for 
c( , )M  estimation. The location of these faults in 

the DISS database, all lying in the Adriatic foreland next to thrust faults, suggests that a common 

geological settings could result in similar values for Gutenberg-Richter parameters between these two 

classes. Based on this reasoning we merged the CF and SS subcatalogues for purposes of estimating 

their common Gutenberg-Richter parameters. This combined CF-SS subcatalogue is used only for 

the determination of   and cM , whereas for 
seisM  estimations the earthquakes in each subcatalogue 

are kept separate. 

An easy and convenient way to visualize the likelihood estimates for each 
c( , )M  combination is a 

contour map of log-likelihood relative to the local peak with respect to the two parameters (Figure 

5). For the investigated time interval (1880-2013) the EF and CF-SS contour maps have a zero contour 

line that is open to infinity in the cM direction. This means that all catalogues lack the minimum 
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number of large earthquakes that are needed for a purely statistical maximum-likelihood estimate of 

the 95%-confidence upper-bound on cM . In a relatively slow-deforming region such as Italy, where 

the historical earthquake record extends far back in time, it is appropriate to investigate longer time 

intervals so as to capture more large events and constrain cM
 
more effectively. To this end we 

extended all three subcatalogues using different threshold magnitudes along with the historical 

completeness bounds reported in Stucchi et al. (2011). In detail, we included all earthquakes that 

occurred after 1786 with t 5.22m  for EF and 1700 for CF-SS. In this conditional case, we assumed 

that the   values of all extended catalogues are more uncertain than those obtained in the time span 

1880-2013. Therefore we fixed   at the 1880-2013 value and defined cM  as the value associated 

with the highest likelihood occurring in the corresponding column of the 
c( , )M  contour grid. 

Table 1 shows the 95% confidence level on cM  estimations. A question mark next to a parameter 

indicates that we could not determine the upper limit for that parameter. For each class we also 

reported the final estimates of the total seismic moment rate 
seisM  which was used for cz  

calculations (denominator in equation 11).  

 

5.2 Shear modulus estimates and coupled thickness 
The value of the shear modulus used for estimating tectonic moment rates is often taken from a global 

Earth model (e.g. PREM or CRUST). However, the shear modulus is a variable function of depth and 

location (Bressan et al. 2012), and problems with the consistency of global estimates may arise. 

Alternatively, the shear modulus can be calculated using the relationships between the elastic moduli 

and density and seismic velocities Vp and Vs (Bressan et al. 2012). Di Stefano & Ciaccio (2014) 

recently published a set of three-dimensional seismic tomography models beneath Italy, while several 

gravity models of the upper crustal layers have been produced for different parts of Italy (e.g., Improta 

et al. 2003; Tiberti et al. 2005), the prevalent rocks-types being limestones/dolostones of the 

carbonate platforms and the Paleozoic crystalline basement. Thus, we decided to determine  using 

available regional S- velocities and densities rather than assuming global averaged values. 

In detail, Di Stefano & Ciaccio (2014) computed travel-times and ray paths of refracted seismic waves 

using the Moho discontinuity obtained by Di Stefano et al. (2011). Then, seismic velocity values 

were assigned and modified on a 15 × 15 × 15, 3D grid of nodes with layers having their bottoms at 

8, 22, 38, 52, 66, and 80 km depth. For the present work we are most interested in the values obtained 

for the first two layers where nearly all m>5 earthquakes occur. We found p
V   6,018 m/s (RMS=332 

m/s) for the 0-8 km layer and p
V   7,076 m/s (RMS=415 m/s) for the 8-22 km layer. The ratio p sV V 

1.82 is almost constant in both layers, while we set the averaged upper crustal densities to 

2670 70   kg/m3 (Improta et al. 2003; Tiberti et al. 2005). The resulting values are 

10

min 2.92 10   Pa for the uppermost layer and 
10

max 4.06 10   Pa for the deeper layer, which 

represent the bounds of the interval to be used for the upper crust in Italy.  

Once the shear modulus has been calculated, having already determined for each class the total 

seismic moment rate 
seisM (Table 1) and the diffusivity in all long-term deformation models (Table 

2), we applied equation (11) to calculate the average coupled thickness cz  for each of our three fault 
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classes (Table 1). The coupled thickness estimates are 3.8, 7 and 5 km for CF, EF and SS, respectively. 

The coupled thickness ranges for EF and CF are open to future improvements; according to Kagan 

(2014) a correct estimation of the coupling c, and consequently of the coupled thickness cz , 

depends on the number of earthquakes above the threshold magnitude but also on the magnitude 

difference c tm m m   . In this work we used t 4.8m   and determined c 7m  , resulting in 2m

. Hence, a regular seismic moment rate release - that is to say, a good match between long-term 

estimates and short-term observations - should be expected only after accumulating at least 350-400 

earthquakes for each subcatalogue (Kagan, 2014). For the past 135 years the number of earthquakes 

above t 4.8m   in each subcatalogue is less than 200, resulting in an “irregular” seismic moment 

release distribution for the whole of Italy. Consequently, any cz  estimation for Italy, including 

ours, must face this limitation in the number of earthquakes that appear in the earthquake catalogue 

starting from the year 1880. We could use longer time intervals, but this would require setting larger 

threshold magnitudes (see Stucchi et al., 2011); this would not help because the number of known 

earthquakes above any threshold magnitude drops exponentially and it never equals the number of 

earthquakes required by Kagan’s (2014) formulation for a stable estimation of c. Furthermore, we 

cannot rule out that the long-term deformation models used in this work are still partially 

contaminated by short-term geodetic transients, whose net effect is to reduce the estimated cz , 

especially for the EF. For instance, we may suspect that the long-term strain rates of the Southern 

Apennines are still partially affected by the postseismic relaxation following the m 6.9, 23 November 

1980, Irpinia earthquake. 

Nevertheless, we wish to point out that estimating the coupled thickness, which is the seismogenic 

thickness multiplied by the seismic coupling, allows us to overcome the problem of keeping the 

seismogenic thickness separated from the seismic coupling, returning a realistic product of these two 

parameters even though each of them is inherently uncertain. Referring to the coupled thickness 

estimates is helpful to avoid falling into wrong deductions. For example, D’Agostino (2014) 

calculated GPS-derived moment rates and compared them to seismicity rates, claiming that in the 

Southern Apennines all GPS-recorded deformation is released by earthquakes (i.e. 1c ). The author 

used an a priori seismicity cutoff ( 10 2.5z  km), so the actually calculated coupled thickness was 

7500 12500cz  m. The Southern Apennines are undergoing extension and most of the 

earthquakes that occurred in this region fall into the EF class. Consequently, the coupled thickness 

interval that we can derive from the results of D’Agostino (2014) is in good agreement with our 

estimate for EF class because they overlap in a large range. However, we disagree with the statement 

that 1c  for the Southern Apennines. Over the time interval spanned by the GPS measurements 

reported in D’Agostino (2014) significant microearthquake activity has been recorded in this region 

up to 15 km depth (e.g. De Matteis et al. 2012; Matrullo et al. 2013), hence not only in the uppermost 

10~12.5 km of the crust. We contend that the a priori assumption by D’Agostino (2014) of a 

seismicity cutoff at 10 km affects the finding that 1c ; using the observed seismicity cutoff ( 15 

km) we would obtain a 30% smaller c. Because the depth of the seismicity cutoff is independently 

and reliably determined for the Southern Apennines, this represents a fortunate opportunity to unmask 

a biased seismic coupling estimate deduced from a correct coupled thickness calculation. This 

represents the main reason to estimate cz  rather than reporting less-reliable estimates of the seismic 

coupling heavily relying on an assumed – not observed - seismicity cutoff. 
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6. Seismicity parameters for different fault classes: earthquake forecasts and 

seismic hazard implications for Italy  
We computed forecast maps of the long-term density of earthquake epicenter rates (in m-2 s-1) for 

shallow earthquakes above a forecast threshold magnitude fm . Except for an adaptation to Italy of 

fault angles and seismicity coefficients (Table 1), the method generally follows that proposed by Bird 

& Liu (2007), Bird et al. (2010), and Bird & Kreemer (2015). For simplicity we describe the 

calculation only for a single grid-point falling into one particular finite-element of the long-term 

deformation model; in this small domain all parameters can be approximated as laterally constant. 

Hence to forecast seismicity for one grid cell: 

(1) the principal axes and principal values of the long-term strain-rate tensor are computed and 

labelled as in equations (4-6); 

(2) based on the orientation and relative magnitude of the principal axes and values, the given grid 

cell is characterized by a certain amount of strain-rate of class CF or EF and/or SS; 

(3) the tectonic moment rate of that grid cell is computed from the long-term permanent strain-rate 

by equation (10) using the coupled thickness, the elastic modulus and the  angle for the relevant 
tectonic class; 

(4) the tectonic moment rate of the grid cell is expresses as a (small) fraction of 
seisM  of the 

appropriate subcatalogue(s); 

(5) the forecast earthquake rate of the given grid cell (for shallow earthquakes above the subcatalogue 

threshold tm ) is obtained by multiplying this small fraction by the total earthquake rate in the relevant 

subcatalogue; 

(6) the forecast rate is scaled from the subcatalogue threshold tm  to desired forecast threshold fm  

through equation (3), using the beta and the corner magnitude previously estimated for the relevant 

tectonic class. 

The resulting earthquake rates forecasts for m>5.5, m>6.0, m>6.5 and m>7.0 are shown in Figure 6. 

The Apennines chain, which falls almost completely in the EF class, exhibits the largest seismicity 

rates for all magnitude bins in our study area, in agreement with the distribution of seismicity reported 

in CPTI15. Among areas undergoing compression (CF class), the Eastern Alps and the Po Plain show 

the largest seismicity rates (see Figure 4). Notice that the different values of cm  and   imply for 

larger magnitudes an increasing ratio between the number of earthquakes respectively predicted for 

the EF zones and for the CF-SS zones. Earthquakes above m>7.1 were reported for EF faults, but 

their occurrence is very unlikely in regions falling in the CF and SS classes. Although our maximum-

likelihood tests did not completely exclude c 7.1m   from the tests run for the CF class, we maintain 

that several independent geological indications support our results. In detail, the faults of the CF class 

are hosted in highly heterogeneous rock complexes that are part of arc-shaped and highly segmented 

structures: these are unlikely to allow a seismic rupture to propagate for tens or hundreds of 

kilometers, thus preventing the generation of large earthquakes. We cannot completely rule out a 

catastrophic scenario of a rupture jumping across adjacent compressional faults and generating a large 

( 7.1m  ) earthquake, but based on geologic and structural evidence we simply consider it very 

unlikely in the specific compressional settings of our study area.  
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Our deterministic method to assign each earthquake to its causative fault is based on the highest 

(peak) probability ( | )iP F E  (equation 12). The resulting cumulative density function (CDF) of these 

peak probabilities shows that 78 per cent of them are larger than 0.99, indicating that the majority of 

earthquake assignment to faults is unambiguous. However, it is always possible that lower peak 

probabilities could be marginally higher than the probabilities of adjacent faults; in this case the 

ambiguity in the assignment would not be captured by our method and the uncertainty in the 

assignment might affect also the coupled thicknesses. To investigate the effect on coupled thickness 

estimations for the remaining 23% of earthquake assignments that exhibit a peak probability smaller 

than 0.99 we randomly assigned earthquakes to one of the faults having a positive value of ( | )iP F E

. In detail, we generated a random number, compared it to the three selection bins (one for each class) 

having a width proportional to their own sums of ( | )iP F E , and assigned the earthquake to the bin 

including the random number. We computed several realizations using different seeds for the random-

number generator, and found an average variation of four earthquakes for each class. None of the 

earthquakes with m>6.2 was assigned to a different fault class in any realization, suggesting that this 

residual uncertainty can be considered marginal in the calculation of the seismic moment rate
seisM

and of the coupled thickness.  

Furthermore, using the maximum-likelihood method we determined different   values for the CF-

SS classes with respect to the EF class, supporting the hypothesis of beta varying systematically for 

different styles of faulting (Schorlemmer et al., 2005). Our results, however, show   values for 

extensional faulting to be smaller than for compressional faulting in Italy, which is the opposite of 

what has been found on global scale by Schorlemmer et al. (2005). Notably, the null hypothesis of a 

single   value for the whole of Italy cannot be rejected because the two   ranges for CF-SS and EF 

(Figure 5) define a largely overlapping interval of   values. In any case, as suggested by Kagan 

(2014), using different   values resulting from regional earthquake catalogs may still be the best 

choice, especially if seismicity forecasts are to be prospectively tested using the same catalogs, as it 

is usually done in CSEP (Schorlemmer et al., 2007; Schorlemmer et al., 2010; Zechar et al., 2010).  

Similarly to what we have found for   values, we want to highlight the significant difference of the 

estimated coupled thickness of the EF and CF classes with respect to global averages of continental 

plate boundaries. According to the classification of Bird & Kagan (2004), updated by Bird et al. 

(2009), the global analog for our CF class is the “slow Continental Convergent Boundary” (slow 

CCB), while the “Continental Rift Boundary” (CRB) is the analog for the EF class (Bird & Liu 2007; 

Bird & Kreemer 2014, 2015; Bird et al. 2015). The cz  of slow-CCB in Bird et al. (2009) is 10,900 

m, well above the seismogenic thickness cz  determined in this work for the Italian CF class. Also 

the global average of cz  for CRB (3,000 m) is significantly lower than our estimates of cz  for 

the Italian EF class. The lower coupled thicknesses for CF and SS in Italy may be attributable to lower 

corner magnitudes, which result from lower peak magnitudes (for these tectonic classes) in Italy.  In 

contrast, the higher coupled thickness for EF in Italy is not a corner-magnitude effect, as our Italian 

corner magnitude is actually slightly less than that of the global analogue.  We think that both 

extensional and compressional faulting in Italy reflect a tectonic setting that is specific to this portion 

of the Mediterranean, and hence the coupled thicknesses (and seismic couplings) we obtain are 

different from global analogs. For instance, in the most external portions of the active accretionary 

wedges encircling the Italian peninsula, where many active compressional faults have been mapped, 

the seismicity record is poor, if not totally silent (see Figure 4). It could be argued that the historical 

catalogue is prone to miss earthquakes occurring in the open sea; but some compressional areas do 
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show a reliable and rather long record of past earthquakes, such as the Po Plain in northern Italy, and 

yet even in these regions the observed seismicity is a small fraction of what would be expected 

assuming a fully seismic behavior of the active faults. Nevertheless it is wise to be cautious: having 

determined a limited coupled thickness (or seismic coupling) for areas undergoing compression 

should not lead anyone to conclude that faults of the CF class do not pose a significant hazard. The 

coupled thickness/seismic coupling is estimated as an average over large crustal regions, and a low 

thickness/coupling should not be interpreted without appropriate consideration of the significant 

variability of the seismic behavior of compressional faults, even at local scale. With respect to this 

variability we wish to stress that compressional earthquakes tend to occur only where previous 

tectonic histories have caused more competent rocks such as limestones and dolostones to be placed 

at depth ranges that are typical of these events, such as the interval 3-10 km (see Bonini et al. 2014). 

If anything, detecting a low thickness/coupling in a region that has experienced large earthquakes, 

even very infrequent ones, should motivate more detailed work to allow faults that are more likely to 

exhibit brittle behavior to be singled out (Burrato et al., 2001; Mucciarelli et al., 2015; Tarabusi & 

Caputo 2016).  

From a more general perspective it should be recalled that the thick evaporite formations encircling 

the Italian peninsula along the external margin of the Apennines chain are effective impermeable 

seals which control the escape of fluids from beneath, thus potentially increasing local fluid pressures. 

Once a subduction zone slows down or stops moving, as the Gibraltar and Calabrian arc/Apennines 

arcs have done in the recent geological past, these super-hydrostatic pore pressures should leak away 

slowly, at least in principle, but we do not know how long this process takes. This high pore pressure 

in the forearc areas, like the Apennines (EF faults), reduces the shear stress necessary for frictional 

sliding. In addition to that, the Apennines (and in general the Mediterranean forearcs of subduction 

zones) exhibit an unusually low heat-flow (e.g., 35-60 mW/m2), comparable only to the least 

radiogenic parts of the old shields (Baltica, Laurentia). The combination of these high pore pressures, 

high strain rates and low temperatures is likely to cause the critical brittle/ductile transition depth (for 

any local rheology) and the related seismicity cutoff to be deeper than normal. From a rheological 

perspective the main consequence of these circumstances is that brittle deformation is encouraged to 

continue to greater depth because temperatures are still too low to deform the upper crust by ductile 

creep, and effective pressures are too low to impose plastic behavior. A deeper brittle/ductile 

transition implies a higher cz  value resulting from the complex interaction of high pore pressure, 

of the widespread occurrence of evaporites and of the presence of a subduction in its final stage. This 

is indeed the current condition of most, if not all, EF faults in the Apennines.  

7. Conclusions 
Over the past few years several investigators have started developing long-term tectonic models 

aimed at constraining seismicity and seismic hazard forecasts for the densely inhabited central 

Mediterranean region. For Italy these models follow a promising avenue, thanks to the availability of 

rich, reliable and regularly updated seismogenic fault and historical earthquake databases and to the 

density of permanent GPS stations. On these grounds we thought it would be useful to construct, test 

and discuss an objective and reproducible algorithmic path to forecast seismicity in Italy, following 

rules and practices that are meant to avoid methodological errors in calculating earthquake forecasts 

from long-term deformation models. In detail we have determined beta, cM  (and thus 
cm  ), and the 

coupled thickness (seismogenic thickness times seismic coupling) separately for compressional, 

extensional and strike-slip faults. Our findings can be used across the central Mediterranean to 

forecast seismicity using long-term deformation models or fault databases. Finally, we have forecast 

and made available long-term seismicity forecast maps for the Italian Peninsula, which can be tested 

during future decades and centuries.  



19 
 

Our work was meant to address the role of seismic coupling in controlling estimates of seismic hazard 

based on tectonic and fault data. We have shown that assuming that the seismic coupling equals unity 

for all fault systems may overestimate the seismic hazard for all fault zones, particularly those 

accommodating compression. For these areas we point out the difficult balance one has to strike 

between resorting to geodetic data and/or active faulting evidence to overcome possible – and in fact 

well-known – limitations of the earthquake record, and overemphasizing the role of active faults. In 

this work we have suggested a strategy to avoid an unwarranted use of any of these sources to assess 

the regional seismic hazard; an overestimation of the local earthquake potential could fatally harm 

the economy of portions of Italy that are densely inhabited, host significant industries and 

infrastructures, and are the locus of hydrocarbon exploitation, such as the Po Plain, the Romagna-

Marche-Abruzzo coast and the Adriatic offshore.  
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Tables 
Table 1. Seismicity parameters, coupled thicknesses, and coupling by faulting class. A question mark 

next to a parameter indicates that we could not determine the upper limit for that parameter. 

 

 
Subcatalogues based on fault kinematics 

 
CF 

Compressional 

faults 

EF 
Extensional 

Faults 

SS 
Strike-slip 

Faults 

Cclass/Lclass, 

earthquakes/km 
0.0379 0.0867 0.0270 

Earthquakes from 

CPTI15 1880-2013, 

mt=4.8 

147.7 154.3 44.1 

Asymptotic slope   
0.14

0.120.71  
0.14

0.110.63

  
0.14

0.120.71  

Corner magnitude cm  
?

0.36.62

  
?

0.357.17

  
?

0.36.62

  

Seismic moment rate

seisM , N m/s×109 
?

3.312.8
 

?

11.532.3

  
?

1.03.8

  

Shear modulus  , 

GPa 

5.4

6.035.2

  
5.4

6.035.2

  
5.4

6.035.2

  

Average fault-to- great̂  

angles, 1 2  , ° 
35 49 76 

Coupled thickness , 

km  
?

1.43.7

  
?

3.37.2

  
?

1.94.8

  

Coupled thickness 

considering only   

and kinematic model 

uncertainties, km  

0.7

0.73.7

  
2.5

1.57.2

  
0.9

0.94.8

  
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Table 2. Diffusivity determined for each faulting class over the six best models reported in Carafa & 

Bird (2016) using the average dip reported in Table 1. 

Model 8

0( 10 )A   

m2 

Diffusivity CF 

( 2
10 m2/yr) 

Diffusivity EF 

( 2
10 m2/yr) 

Diffusivity SS 

( 2
10 m2/yr) 

1 12 27.7 32.8 6.4 

2 14 28.5 36.5 6.7 

3 16 29.5 39.9 6.4 

4 18 30.0 42.7 7.1 

5 20 31.7 45.5 7.3 

6 22 32.7 47.7 7.7 
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Figures 

 
Figure 1.  Black circles: CPTI15 catalogue (1880-2013, mt=4.8); blue, yellow and green polylines: 

surface trace of DISS Composite Seismogenic Sources (DISS Working Group 2015). Seismicity 

is forecast for the region enclosed by the black polyline, whereas earthquakes inside the region 

enclosed by the dashed red polyline are used for determining the magnitude-frequency distribution 

parameters. 
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Figure 2. Long-term diffusivity for the CF (top), EF (center), and SS (bottom) faulting 

classes, determined for one of the six best models (Experiment3, model A0=18∙108 m2) 

reported in Carafa & Bird (2016). 
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Figure 3. a): fraction of the earthquake sample from CPTI15 assigned to DISS faults. The green 

square indicates the 2ih   values selected for DISS database. b) Cumulative distribution of peak 

probabilities for the 314 earthquakes assigned to faults. c): Cumulative distribution of misfit between 

DISS-predicted and observed focal mechanisms reported in Montone & Mariucci (2016). 
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Figure 4. CPTI15 earthquakes (1880-2013, mt=4.8), color-coded to the relevant faulting class. 
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Figure 5. Contour maps of relative log-likelihood illustrating the fit of a tapered Gutenberg-Richter 

frequency/moment distributions to the CPTI15 catalogue (1787-2013, mt=5.22). The cross 

indicates the most likely  - cM pair along the column with best estimate of   obtained from the 

more complete truncated CPTI15 catalogue (1880-2013, mt=4.8). Left:  - cM grid for the EF 

class. Right:  - cM grid for the CF and SS classes.  
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Figure 6. Forecast long-term seismicity (earthquake epicenters per square meter per second, 

including aftershocks) in the study region. From top to bottom, left to right: mt=5.5, mt=6.0, 

mt=6.5, mt=7.0. 
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Appendix 1.  Tectonic moment rate using horizontal-plane strain-rate tensors 

Let us consider the three principal values of the long-term strain-rate tensors 1 2 3    . As in Section 

2, here we re-label them as  

great 1 2 3sup( , , )     (A1) 

 

least 1 2 3inf( , , )     (A2) 

 

mid great least     (A3) 

In this appendix we show that the tectonic moment rate tectM   of a lithosphere volume is dependent not 

only on strain-rate and shear modulus but also on the orientations of active faults of the investigated 

lithosphere. Accordingly, we propose an appropriate formulation to determine a kinematically-consistent 

tectM . In detail, the formulation of Ward [1994] to calculate tectM is: 

tect great2M A z       (A4) 

while here we suggest a more general formulation  

tect greatM k A z       (A5) 

and that a different k  factor (not the 2k   of Ward [1994]) needs to be considered if the active-fault 

planes in the modeled volume of lithosphere are not at angles of 45    from great̂ , the greatest (in 

magnitude) strain-rate principal axis. 

Let us assume a coordinate system with x-axis parallel to great̂  , y-axis parallel to mid̂   and z-axis parallel 

to least̂  and let us investigate the moment rate of the more active conjugate fault as shown in Figure A1.  

Note that the drawing does not display a cubic volume; instead, we choose a rectangular solid element 

with relative dimensions 1tandy dx   and 2tandz dx   with 1  being the angle between great̂  and the more-

active fault system and 2  between great̂  and the less-active fault system. In Figure A1 all 4 faults 

intersect the corners of the volume, and inward-or-outward displacements of each face of the volume 

element are uniform across each facet. 
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Figure A1. Deforming rectangular solid element. 

 

The length dl of the less-active faults outcropping on the front face of the cube is dz , while the width 

dw can be expressed as 
1cosdx   and the sum of the two conjugate slip-rates, ds , can be expressed as 

mid 1sindy  . The moment rate 1fM  of such a fault system is  

1 mid

1 1

1

cos( )sin( )
fM dl dw ds dx dy dz  

 
           

(A6) 

 

For the more-active faults outcropping on the top face of the cube, the width dw can be expressed as 

dy   ; dl  is equal to 
2cosdx   and the sum of the two conjugate slip-rates is 

least 2sindz   resulting in 

an infinitesimal moment rate 2fM  

2 least

2 2

1

cos( )sin( )
fM dl dw ds G dx dy dz 

 
           

(A7) 

 

The total moment rate of the volume is then 

med least
vol 1 2

1 1 2 2cos( )sin( ) cos( )sin( )
f fM M M dx dy dz

 


   

 
        

 
 

(A8) 

whereas in the volume V A z   of a lithosphere with homogeneous strain rates and fault angles the 

tectonic moment rate is  

med least
tect

1 1 2 2cos( )sin( ) cos( )sin( )
M A z

 


   

 
     

 
 

(A9) 

with  
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med least

1 1 2 2cos( )sin( ) cos( )sin( )
greatk

 


   

 
   

 

 
(A10) 

 

In the particular case of 1 2 45    ,  

 med least
med least great

1 1 2 2

2 2
cos( )sin( ) cos( )sin( )

 
  

   

 
      

 
 

(A11) 

 

as suggested by Ward [1994]. This is a realistic factor only if 1 2 45    and different values of 1  and 

2  are expected to result in different tectM estimates. For example, let us assume that the principal strain 

rate axes are parallel to the principal stress axes and recall the Coulomb-Navier criterion, which 

empirically shows that  

1

1
tan 2

f
   

(A12) 

where f  is the average fault friction of a determined fault system. Setting 2k   implies 1 2 45     

which then implies two frictionless fault sets. If we alternatively consider 0.6f   in Equation (A12), we 

obtain 1 2 60     (for extensional great ) or 1 2 30    (for compressional great ) and 

med small
great

1 1 2 2

2.31
cos( )sin( ) cos( )sin( )

k
 


   

 
    
 

 with a net increase of moment rate estimation of 15% 

just due to a different friction value assigned to active fault sets.  

 


