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Introduction 
 
This work describes a set of numerical experiments carried out using a coupled wave-ocean modeling 

system implemented in the Mediterranean Sea in order to meet the needs of an improvement of the 
operational sea state and current analysis and forecasts in the framework of the MyOcean FollowOn project. 

MyOcean is a series of projects granted by the European Commission within the GMES Program 
(Seventh Framework Program), whose objective is a pan-European capacity for ocean monitoring and 
forecasting. 

INGV is responsible for the production of two products within MyOcean: 
• Mediterranean Sea Physics Analysis and Forecast 

(MEDSEA_ANALYSIS_FORECAST_PHYS_006_001_a). 
• Mediterranean Sea Physics Reanalysis (MEDSEA_REANALYSIS_PHYS_006_004). 

 
In particular, the main focus of the present work has been to investigate a series of hydrodynamic 

model developments to provide enhanced analysis and forecast products. 
The physical component of the Mediterranean Forecasting System (MFS) for analysis and forecast is a 

coupled hydrodynamic-wave model implemented over the whole Mediterranean Basin. The model horizontal 
grid resolution is 1/16˚ (6-7 km, approximately) and is resolved over 72 unevenly spaced z-vertical levels. 

The hydrodynamics are supplied by the Nucleus for European Modelling of the Ocean (NEMO) while 
the wave component is provided by WaveWatch-III (hereafter denoted as WWIII). The model solutions are 
corrected by the variational assimilation (based on a 3D-VAR scheme) of temperature and salinity vertical 
profiles and along track satellite sea level anomaly observations. 

The analysis is done weekly, on Tuesday, for the previous 15 days. The assimilation cycle is daily 
(24hr) and is done in filter mode. 10-day forecast is produced every day. The forecast is initialized by a 
hindcast every day except Tuesday, when the analysis is used instead of the hindcast. 

The temporal evolution of the Mediterranean Forecasting System in the framework of MyOcean 
projects series is summarized in Table 1. 

 
 
 

MYOCEAN 
VERSION 

OPERATIONAL 
SINCE 

SYSTEM NAME, 
NEMO MODEL 
VERSION AND 

INITIAL 
CONDITIONS 

MAIN FEATURES 
INTRODUCED PRODUCTS 

V0 2009 Sep SYS4a2 NEMO 3.1 

- Lateral Open 
Boundary Conditions 
from Global System 
(monthly mean 
climatology based on 
3 years run) 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 

V1 2010 Dec 

SYS4a3 NEMO 
3.1(1997-2010) Initial 
Conditions from SDN-V3 
SYS4b NEMO 3.1 
NEMO-WAM 

 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 

V2 2012 Jan 

SYS4a4 NEMO 3.1 
(1997-2011) Initial 
Conditions from SDN-V3 
SYS4b2 NEMO 3.1 
NEMO-WAM 

- Lateral Open Boundary 
Conditions from Global 
System (monthly mean 
clim based on 10 years 
run) 
- True stress 
- Wind drag coefficient 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 
Zonal and 
Meridional Stokes 
drift velocity 
Wave number 
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V3 2013 Apr 

SYS4a5 NEMO 3.4 
(2009-2012) Initial 
Conditions from 
SYS4a4 (comparison 
SYS4a4-SYS4a5) 
SYS4c NEMO 3.4 
NEMO-WW-III (Initial 
Conditions from 
SYS4b2) 

- Porting to new 
machine 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 
Zonal and 
Meridional Stokes 
drift velocity 
Wave number 

V4 2014 Apr 

SYS4d NEMO 3.4 
(25/12/2012-2014) 
NEMO-WW-III Initial 
Conditions from 
SYS4a5 

- Atmospheric 
Pressure 
- Time Splitting 
- TAPAS assimilation 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 
Stokes drift 
Wave number 

V5 2015 Mar 

SYS4e NEMO 3.4 
(2011-ongoing) 
NEMO-WW-III Initial 
Conditions from SDN-
V3 

- Formulation of the 
bottom drag 
coefficient according 
to the law of the wall 
- Nesting of the 
Mediterranean 
Forecasting System 
into the daily real time 
Mercator Ocean 
Global Ocean 
Forecasting System 
- Modified horizontal 
eddy diffusivity for 
tracers and horizontal 
eddy viscosity 
- New glider 
assimilation 
- Time step reduction 

Potential Temperature, 
Salinity, Zonal and 
Meridional Velocity, 
Sea Surface Height 
Zonal and 
Meridional Stokes 
drift velocity 
Wave number 

 
Table 1. Temporal evolution of the Mediterranean Forecasting System in the framework of MyOcean 
projects series. 

 
This work deals with the numerical experiments carried out during the testing phase which led to the 

implementation of the new Mediterranean Forecasting System (MFS) for MyOcean V5, named hereafter 
sys4e, starting from the Mediterranean Forecasting System for MyOcean V4, named hereafter sys4d. 

In order to quantify the impact of the modifications introduced into the NEMO model set-up, each 
numerical experiment has been validated by using: 

• buoys data for temperature, salinity, currents, sea surface height, significant wave height, mean wave 
period and peak wave period;  

• ARGO floats and gliders data for temperature and salinity;  
• satellite data for sea level anomaly and sea surface temperature. 

 
Moreover, basin averaged time series of the above mentioned variables have been computed in order 

to compare each experiment with the reference system (sys4d). 
This report is organized as follows: section 1 describes the MFS System for MyOcean V4 and its 

numerical components; section 2 highlights the main model evolution from MyOcean V4 to MyOcean V5, 
section 3 illustrates the numerical tests that have been performed in order to reach the final MyOcean V5 
configuration, in section 4 all the numerical results and their validation against in situ and remote sensing 
measurements are presented and conclusions are summarized in section 5. 
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1. MFS MyOcean V4 description 
 
The oceanic equations of motion of the Med-currents system are solved by two elements: an Ocean 

General Circulation Model (OGCM) and a Wave Model. The OGCM code is based on NEMO version 3.4 
[Madec et al., 2008]. The code is developed and maintained by the NEMO-consortium. The wave dynamics 
is solved by a Mediterranean implementation of the WWIII code version 3.14 [Tolman, 2009]. 

NEMO and WWIII models are two-way coupled every hour.  
 

1.1 NEMO component 
NEMO model has been implemented in the Mediterranean Sea at 1/16° x 1/16° horizontal resolution 

and 72 unevenly spaced z-vertical levels with partial cells [Oddo et al., 2009]. Figure 1 shows the 
bathymetry and the model domain: Mediterranean Sea extended into the Atlantic Ocean to which it is 
connected through the Strait of Gibraltar that provides a major inflow of water. 

 

 
 

Figure 1. Representation of the model domain and bathymetry: Mediterranean Sea extended into the 
Atlantic. 

 
 
The NEMO code solves the primitive equations using the time-splitting technique that is the external 

gravity waves are explicitly resolved. Also the atmospheric pressure effect has been introduced in the model 
dynamic [Oddo et al., 2014]. The code is run with linear free surface formulation and fixed volume. 

The hydrodynamic model of the MFS for MyOcean is nested, in the Atlantic, within the monthly 
mean climatological fields computed from ten years of daily output of the 1/4° x 1/4° degrees global model 
[Drevillon et al., 2008]. Details on the nesting technique and major impacts on the model results are in Oddo 
et al., 2009. The model uses vertical partial cells to fit the bottom depth shape. 

The model is forced by momentum, water and heat fluxes interactively computed by bulk formulae 
using the 6-h, 0.25° horizontal-resolution operational analysis and forecast fields from the European Centre 
for Medium-Range Weather Forecasts (ECMWF) and the model predicted surface temperatures (details of 
the air-sea physics are in Tonani et al. [2008]). The water balance is computed as Evaporation minus 
Precipitation and Runoff. The evaporation is derived from the latent heat flux while the precipitation and the 
runoff are provided by monthly mean datasets: the Climate Prediction Centre Merged Analysis of 
Precipitation (CMAP) Data [Xie and Arkin, 1997]; the Global Runoff Data Centre dataset [Fekete et al., 
1999] for Po, Ebro, Nile and Rhone, the dataset from Raicich [1996] for the Adriatic rivers Vjosë, Seman, 
and Buna-Bojana.  

The Dardanelles inflow is parameterized as a river and the climatological net inflow rates are taken 
from Kourafalou and Barbopoulos [2003]. 

 
1.2 Data assimilation component 

The data assimilation system is the OCEANVAR scheme developed by Dobricic and Pinardi [2008]. 
The background error correlation matrix is estimated from the temporal variability of parameters in a 
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historical model simulation. Background error correlation matrices vary seasonally and in 13 regions of the 
Mediterranean Sea, which have different physical characteristics [Dobricic et al., 2007]. The mean dynamic 
topography used for the assimilation of SLA (Sea Level Anomaly) has been computed by Dobricic et al. 
[2005]. The assimilated data include: sea level anomaly, sea surface temperature, in situ temperature profiles 
by VOS XBTs (Voluntary Observing Ship-eXpandable Bathythermograph), in situ temperature and salinity 
profiles by argo floats, and in situ temperature and salinity profiles from CTD (Conductivity-Temperature-
Depth). For what concerns SLA data a dedicated satellite product accounting for atmospheric pressure effect 
is used. Satellite OA-SST (Objective Analyses-Sea Surface Temperature) data are used for the correction of 
surface heat fluxes with the relaxation constant of 40 W m-2 K-1. 

 
1.3 WWIII component 

The wave model solves the wave action balance equation that describes the evolution, in slowly 
varying depth domain and currents, of a 2D ocean wave spectrum where individual spectral component 
satisfies locally the linear wave theory. In the present application WWIII has been implemented following 
WAM cycle4 model physics [Gunther et al., 1993]. Wind input and dissipation terms are based on Janssen’s 
quasi-linear theory of wind-wave generation [Janssen, 1989, 1991]. The dissipation term is based on 
Hasselmann [1974] whitecapping theory according to Komen et al. [1984]. The non-linear wave-wave 
interaction is modelled using the Discrete Interaction Approximation [DIA, Hasselmann et al., 1985]. No 
interactions with the ocean bottom are considered.  

The implementation of WWIII in the Mediterranean Sea follows the same horizontal resolution of 
NEMO while the spectral discretization is achieved through 30 frequency bins ranging from 0.05 to 0.79 Hz 
and 24 equally distributed directional bins.  

The wave model has been forced by the same ¼ degree horizontal resolution ECMWF atmospheric 
forcings used to force the hydrodynamic model. The wind speed is then modified by considering a stability 
parameter depending on the air-sea temperature difference according to Tolman [2002].  

 
1.4 NEMO – WWIII coupling 

The NEMO model provides hourly estimates of air-sea surface temperature difference and surface 
currents to WWIII which returns back to NEMO the neutral component of the surface drag coefficient taking 
into account wave induced effect at the air-sea interface. Model coupling is presented in Figure 2 and 
described in Clementi et al. [2013]. 

 
 

 
 

Figure 2. Sketch of the coupling mechanism between WWIII and NEMO. When the simulation starts, 
models exchange information after the first time step (10 min), while later they communicate every hour. 
NEMO sends to WWIII air-sea temperature difference (ΔT) and current fields (U,V), while WWIII passes to 
NEMO the neutral drag coefficient (CD). 
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2. Evolution of MFS from MyOcean V4 to MyOcean V5 
 
In order to meet the requirements of the European Commission MyOcean2 and MyOcean Follow-on 

projects, several numerical experiments have been carried out, aiming at implementing and testing new 
features and developments with respect to the MFS MyOcean V4 (sys4d) and achieving the final MyOcean 
V5 (sys4e) configuration. The set of tested modifications are briefly described in the following sections from 
2.1 to 2.3. 

 
2.1 Formulation of the bottom drag coefficient according to the law of the wall 

The hydrodynamic model bottom boundary condition is based on a quadratic form of the bottom 
friction with split-explicit time splitting. NEMO version 3.4 provides a bottom drag coefficient that is not 
scaled with respect to the lowermost bottom cell thickness causing relevant issue in case of z-coordinate 
partial steps interpolation (used in the MFS MyOcean V4 model implementation) and not satisfying the law 
of the wall.  

The formulation of the bottom drag coefficient has then been updated with respect to sys4d following 
a logarithmic formulation calculated as: 

 
 

 
(1) 

 
 
where k=0.4 is the Von Karman constant, Cdmin=1.e-5 is the minimum drag coefficient, dzb is the 

lowermost bottom cell thickness and z0b=1.e-2 is the bottom roughness. 
 

2.2 MFS Nesting into the daily real time Mercator Ocean Global Ocean Forecasting System 
An important model improvement considered the nesting of the Atlantic part of the MFS domain 

within daily real time analyses and forecasts from Mercator Ocean - Global Ocean Forecasting System 
(GLO‐MFC). The sys4d used instead climatological monthly mean values of velocities and tracers as 
described in Oddo et al. [2009]. 

For the nested boundary conditions considered: 
1) The radiative phase velocity (Cx and Cy) is computed at the open boundaries [Marchesiello et al., 

2001]; 
2) The radiation algorithm is applied to zonal and meridional components of the open boundary 

conditions velocities using the phase velocities computed at point 1; 
3) The Flather boundary condition [Flather, 1976] is applied to barotropic velocities at open boundaries 

for the time-splitting free surface case; 
4) The total velocities are updated on the basis of point 2 and 3; 
5) For tracers the 2D radiation condition is applied using radiative phase velocity computed at point 1. 

 
Two daily lateral open boundary condition (LOBC) datasets have been considered from the 

GLO‐MFC: the first covers the period from January 2007 to December 2012 and derives from a 
pre‐operational global model implementation; the second covers the period January 2013 – May 2014 and 
has been retrieved from global products of the MyOcean catalogue.  

The daily products of the first dataset are provided on native Mercator Ocean curvilinear grid, while 
the second daily operational dataset are provided on a regular grid according to the MyOcean operational 
procedure. 

For each dataset a twin experiment has been performed in order to evaluate the impact of daily lateral 
boundary conditions with respect to monthly climatology lateral boundary conditions.  

The two GLO-MFC daily data sets (1/12° horizontal resolution, 50 vertical levels) have been 
interpolated onto the MFS grid (1/16° horizontal resolution, 72 vertical levels). An example is shown in 
Figure 3.  
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Figure 3. Example of interpolation from Mercator Ocean grid to MFS grid. 
 
 

 
 

Figure 4. Model domain showing open boundaries at the western side of the basin and representation of the 
transport. 

 
 
A transport constraint [Pinardi et al., 2003] has been applied to each boundary (Figure 4 and 5), in 

order to conserve the transport through the boundaries after the interpolation of velocity components from 
native grid to destination grid. 

 
 

  
 

Figure 5. Example of transport constraint applied to velocity normal component after the interpolation from 
Mercator Ocean grid to MFS grid. 
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The two daily lateral open boundary conditions datasets derived from GLO-MFC have been used to 
force the numerical experiments performed to reach the setup of the MFS sys4e. 

In order to ensure more numerical stability the time step of the numerical simulations performed has 
been reduced from 600s, used in the MFS sys4d, to 300s. 

 
2.3 Horizontal eddy diffusivity for tracers and horizontal eddy viscosity 

For the lateral diffusion of tracers a bilaplacian operator is used, which consists in applying twice the 
laplacian of tracers (already multiplied by the eddy diffusivity coefficient A), described in the following 
equation: 

 
 

 
(2) 

 
 

In the above equation T is the tracer, 

� 

Au
lT

 is the horizontal diffusivity coefficient in u (zonal velocity) 
direction, 

� 

Av
lT

 is the horizontal diffusivity coefficient in v (meridional velocity) direction, 

� 

bt = e1te2te3t  is the 
volume of T–cells, 

� 

e1u,e2u,e3u  are the dimensions of U-cells, 

� 

e1v,e2v,e3v  are the dimensions of V-cells. 
 For the lateral diffusion of momentum a bilaplacian operator is used, which separates the divergent 

and rotational parts of the flow: it consists in applying a second time the laplacian operator described in the 
following equation, after having multiplied it by the eddy viscosity coefficient: 

 
 

 

(3) 

 
 

In the above equation 

� 

AT
lmχ  is the horizontal divergence, 

� 

Af
lme3 fζ   is the relative vorticity. 

In the numerical experiments performed to reach the set up of MFS sys4e the eddy horizontal 
diffusivity coefficient and the eddy horizontal viscosity coefficient have been modified and several 
parametrizations have been tested, in order to evaluate also a different setting of the Prandtl number, given 
by viscosity coefficient/diffusivity coefficient, as shown in Table 4. 

 
2.4 Tracer advection 

The advection tendency of a tracer in flux form is the divergence of the advective fluxes. Its discrete 
expression is given by: 

 

 
(4) 

 
where 

� 

τu,τv  and 

� 

τw  are either temperature or salinity along u, v and  velocity components. 
 
The tracer advection schemes tested are a Monotone Upstream Scheme for Conservative Laws 

(MUSCL) and a Total Variance Dissipation Scheme (TVD). 
In the formulation of MUSCL scheme, the tracer at velocity points is evaluated assuming a linear 

tracer variation between two T–points. 
In the TVD formulation, the tracer at velocity points is evaluated using a combination of an upstream 

and a centered scheme: in the latter the tracer at velocity points is evaluated as the mean of the two 
neighbouring T-point values.  

74 Ocean Tracers (TRA)

5.2.1 Iso-level laplacian operator (lap) (ln traldf lap=true)

A laplacian diffusion operator (i.e. a harmonic operator) acting along the model
surfaces is given by :
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(5.9)
where bt=e

1t e
2t e

3t is the volume of T -cells. It is implemented in the traadv lap.F90
module.

This lateral operator is computed in traldf lap.F90. It is a horizontal operator
(i.e. acting along geopotential surfaces) in the z-coordinate with or without partial
steps, but is simply an iso-level operator in the s-coordinate. It is thus used when, in
addition to ln traldf lap=true, we have ln traldf level=true or ln traldf hor=ln zco=true.
In both cases, it significantly contributes to diapycnal mixing. It is therefore not re-
commended.

Note that in the partial step z-coordinate (ln zps=true), tracers in horizontally
adjacent cells are located at different depths in the vicinity of the bottom. In this
case, horizontal derivatives in (5.9) at the bottom level require a specific treatment.
They are calculated in the zpshde.F90 module, described in §5.9.

5.2.2 Rotated laplacian operator (iso) (ln traldf lap=true)

If the Griffies trad scheme is not employed (ln traldf grif =true ; see App.E) the
general form of the second order lateral tracer subgrid scale physics (2.36) takes
the following semi-discrete space form in z- and s-coordinates :
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where bt=e
1t e

2t e
3t is the volume of T -cells, r

1

and r
2

are the slopes between the
surface of computation (z- or s-surfaces) and the surface along which the diffusion
operator acts (i.e. horizontal or iso-neutral surfaces). It is thus used when, in ad-
dition to ln traldf lap= true, we have ln traldf iso=true, or both ln traldf hor=true
and ln zco=true. The way these slopes are evaluated is given in §9.2. At the surface,
bottom and lateral boundaries, the turbulent fluxes of heat and salt are set to zero
using the mask technique (see §8.1).

108 Ocean Dynamics (DYN)

ln_dynldf_level = .false. ! iso-level
ln_dynldf_hor = .true. ! horizontal (geopotential) (require "key_ldfslp" in s-coord.)
ln_dynldf_iso = .false. ! iso-neutral (require "key_ldfslp")
! ! Coefficient
rn_ahm_0_lap = 40000. ! horizontal laplacian eddy viscosity [m2/s]
rn_ahmb_0 = 0. ! background eddy viscosity for ldf_iso [m2/s]
rn_ahm_0_blp = 0. ! horizontal bilaplacian eddy viscosity [m4/s]

/

The options available for lateral diffusion are to use either laplacian (rotated
or not) or biharmonic operators. The coefficients may be constant or spatially va-
riable ; the description of the coefficients is found in the chapter on lateral physics
(Chap.9). The lateral diffusion of momentum is evaluated using a forward scheme,
i.e. the velocity appearing in its expression is the before velocity in time, except
for the pure vertical component that appears when a tensor of rotation is used. This
latter term is solved implicitly together with the vertical diffusion term (see §??)

At the lateral boundaries either free slip, no slip or partial slip boundary condi-
tions are applied according to the user’s choice (see Chap.8).

6.6.1 Iso-level laplacian operator (ln dynldf lap=true)

For lateral iso-level diffusion, the discrete operator is :
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(6.25)

As explained in §2.5.2, this formulation (as the gradient of a divergence and
curl of the vorticity) preserves symmetry and ensures a complete separation bet-
ween the vorticity and divergence parts of the momentum diffusion.

6.6.2 Rotated laplacian operator (ln dynldf iso=true)

A rotation of the lateral momentum diffusion operator is needed in several
cases : for iso-neutral diffusion in the z-coordinate (ln dynldf iso=true) and for ei-
ther iso-neutral (ln dynldf iso=true) or geopotential (ln dynldf hor=true) diffusion
in the s-coordinate. In the partial step case, coordinates are horizontal except at
the deepest level and no rotation is performed when ln dynldf hor=true. The dif-
fusion operator is defined simply as the divergence of down gradient momentum
fluxes on each momentum component. It must be emphasized that this formulation
ignores constraints on the stress tensor such as symmetry. The resulting discrete

5.1. Tracer Advection (traadv) 67

5.1 Tracer Advection (traadv.F90)
!-----------------------------------------------------------------------
&namtra_adv ! advection scheme for tracer
!-----------------------------------------------------------------------

ln_traadv_cen2 = .false. ! 2nd order centered scheme
ln_traadv_tvd = .true. ! TVD scheme
ln_traadv_muscl = .false. ! MUSCL scheme
ln_traadv_muscl2 = .false. ! MUSCL2 scheme + cen2 at boundaries
ln_traadv_ubs = .false. ! UBS scheme
ln_traadv_qck = .false. ! QUCIKEST scheme

/

The advection tendency of a tracer in flux form is the divergence of the advec-
tive fluxes. Its discrete expression is given by :

ADV⌧ = �

1
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( �i [e2u e

3u u ⌧u] + �j [e
1v e

3v v ⌧v] )�

1

e
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�k [w ⌧w] (5.1)

where ⌧ is either T or S, and bt = e
1t e

2t e
3t is the volume of T -cells. The flux

form in (5.1) implicitly requires the use of the continuity equation. Indeed, it is
obtained by using the following equality : r · (UT ) = U · rT which results
from the use of the continuity equation, r · U = 0 or @te3

+ e
3

r · U = 0 in
constant volume or variable volume case, respectively. Therefore it is of paramount
importance to design the discrete analogue of the advection tendency so that it is
consistent with the continuity equation in order to enforce the conservation proper-
ties of the continuous equations. In other words, by replacing ⌧ by the number 1
in (5.1) we recover the discrete form of the continuity equation which is used to
calculate the vertical velocity.

The key difference between the advection schemes available in NEMO is the
choice made in space and time interpolation to define the value of the tracer at the
velocity points (Fig. 5.1).

Along solid lateral and bottom boundaries a zero tracer flux is automatically
specified, since the normal velocity is zero there. At the sea surface the boundary
condition depends on the type of sea surface chosen :
linear free surface : the first level thickness is constant in time : the vertical boun-

dary condition is applied at the fixed surface z = 0 rather than on the moving
surface z = ⌘. There is a non-zero advective flux which is set for all advec-
tion schemes as ⌧w|k=1/2

= Tk=1

, i.e. the product of surface velocity (at
z = 0) by the first level tracer value.

non-linear free surface : (key vvl is defined) convergence/divergence in the first
ocean level moves the free surface up/down. There is no tracer advection
through it so that the advective fluxes through the surface are also zero

In all cases, this boundary condition retains local conservation of tracer. Global
conservation is obtained in both rigid-lid and non-linear free surface cases, but not
in the linear free surface case. Nevertheless, in the latter case, it is achieved to a
good approximation since the non-conservative term is the product of the time deri-
vative of the tracer and the free surface height, two quantities that are not correlated
(see §2.2.2, and also Roullet and Madec [2000], Griffies et al. [2001], Campin et al.
[2004]).
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2.5 Momentum advection 
Two different formulations of the momentum advection have been tested in the experiments 

performed: the vector invariant form and the flux form of the momentum advection term. 
The vector formulation is given by: 
 

 
(5) 

 
where 

� 

ζ   is the vorticity, k is the local upward vector, U is the vector velocity,  is the vertical 
velocity component and 

� 

e3 is the vertical dimensions of the cells. 
The flux form formulation is given by: 
 

  
(6) 

 
 The first term of the right-hand side of the above equation is the divergence of momentum fluxes, 

while the second term is the so-called metric term, which is a modification of the Coriolis parameter due to 
the curvilinear nature of the coordinate system used. 

 
 

3. Experiments description 
 
The six experiments considered in order to define the MFS sys4e setup and the configuration 

differences between them (namely: sys4d, V1, V5, V7, V8, V9) are summarized in Table 2. 
 

Experiment 
 

sys4d V1 V5 V7 V8 V9 

Model settings 

Lateral Open 
Boundary Conditions Climatological Daily Daily Daily Daily Daily 

Tracer advection MUSCL MUSCL TVD MUSCL MUSCL MUSCL 

Momentum advection Vector form Vector form Flux form (UBS) Vector form Vector form Vector form 

Viscosity/Diffusivity 
[m4/s] 

-5.e9 / -3.e9 
(Prandtl=1.67) 

-5.e9 / -3.e9 
(Prandtl=1.67) 

-1.e9 / -6.e8 
(Prandtl=1.67) 

-1.e9 / -6.e8 
(Prandtl=1.67) 

-1.e9 / -2.e8 
(Prandtl=5) 

-1.e9 / -6.e8 
(Prandtl=1.67) 

Time step 600 sec 300 sec 300 sec 300 sec 300 sec 300 sec 

Bottom Drag 
Coefficient (Cd) 
scaled with respect to 
the lowermost bottom 
cell thickness 

no yes yes yes yes yes 

Initial Conditions 

Restart from 
operational 
system MED-
MFC sys4d (day 
20130101) 

Restart from 
operational 
system MED-
MFC sys4d (day 
20130101) 

Restart from 
operational 
system MED-
MFC sys4d (day 
20130101) 

Restart from 
operational 
system MED-
MFC sys4d (day 
20130101) 

Restart from 
operational 
system MED-
MFC sys4d (day 
20130101) 

SeaDataNet 
Initial 
Conditions (day 
20130101) 

 
Table 2. Experimental design. 

 
 
Other experiments have been performed, but only the ones summarized in the above table have been 

selected and presented in this work in order to define the final setup for MFS sys4e. 
The experiment V5 has been performed in order to test the TVD scheme for tracers advection, in 

combination with flux form for momentum advection. 

20 Model basics

2.3.2 Continuous Model Equations

In order to express the Primitive Equations in tensorial formalism, it is neces-
sary to compute the horizontal component of the non-linear and viscous terms of
the equation using (2.11a)) to (2.11e). Let us set U = (u, v, w) = Uh + w k, the
velocity in the (i, j, k) coordinate system and define the relative vorticity ⇣ and the
divergence of the horizontal velocity field �, by :
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Using the fact that the horizontal scale factors e
1

and e
2

are independent of k
and that e

3

is a function of the single variable k, the nonlinear term of (2.1a) can
be transformed as follows :
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The last term of the right hand side is obviously zero, and thus the nonlinear
term of (2.1a) is written in the (i, j, k) coordinate system :
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This is the so-called vector invariant form of the momentum advection term.
For some purposes, it can be advantageous to write this term in the so-called flux
form, i.e. to write it as the divergence of fluxes. For example, the first component
of (2.14) (the i-component) is transformed as follows :
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The flux form of the momentum advection term is therefore given by :
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The flux form has two terms, the first one is expressed as the divergence of
momentum fluxes (hence the flux form name given to this formulation) and the
second one is due to the curvilinear nature of the coordinate system used. The
latter is called the metric term and can be viewed as a modification of the Coriolis
parameter :
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Note that in the case of geographical coordinate, i.e. when (i, j) ! (�, ')

and (e
1

, e
2

) ! (a cos ', a), we recover the commonly used modification of the
Coriolis parameter f ! f + (u/a) tan'.

To sum up, the curvilinear z-coordinate equations solved by the ocean model
can be written in the following tensorial formalism :
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The flux form has two terms, the first one is expressed as the divergence of
momentum fluxes (hence the flux form name given to this formulation) and the
second one is due to the curvilinear nature of the coordinate system used. The
latter is called the metric term and can be viewed as a modification of the Coriolis
parameter :
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Note that in the case of geographical coordinate, i.e. when (i, j) ! (�, ')

and (e
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) ! (a cos ', a), we recover the commonly used modification of the
Coriolis parameter f ! f + (u/a) tan'.

To sum up, the curvilinear z-coordinate equations solved by the ocean model
can be written in the following tensorial formalism :
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The goal of the experiment V5 was to test the impact on tracers of an advection scheme, TVD, shown 
to be less diffusive with respect to MUSCL scheme [Levy et al., 2001]. 

The experiment V8 has been performed in order to test how an increased viscosity/diffusivity ratio 
(Prandtl number = 5) affects the vertical mixing processes [Noh, 2004]. 

The experiment V9 has been performed in order to support the theory that re-initialize the 
hydrodynamic component of the Mediterranean Forecasting System for MyOcean V5 could have given 
better results with respect to re-initialize it from a restart file of the previous version of the operational 
system, namely the one available for MyOcean V4. 

All the experiments performed have been tested using: 
• daily Lateral Open Boundary Conditions, except the sys4d experiment which is forced by a 

climatological Lateral Open Boundary Conditions dataset, as discussed in paragraph 2.2; 
• linear free surface formulation with fixed volume for surface kinematic equation. The surface 

kinematic equation is defined as follows [Roullet and Madec, 2000]: 
 

 (7) 
 

where η   is the sea surface height relative to the mean sea level; n = (−∂xη,−∂yη,1)  is the unit vector 

normal to the free surface multiplied by the cosine of the free surface angle relative to the horizontal; 
 is the velocity; E, P and R are the three components of the fresh water flux (evaporation, 

precipitation and runoffs). 
In the assumption of linear free surface formulation (7) becomes: 

 

 (8) 
 

where  is the vertical component of the velocity; 
• the MUSCL tracer advection scheme, except experiment V5 which uses the TVD scheme, both 

discussed in paragraph 2.4; 
• the vector form for momentum advection, except experiment V5 which uses the flux form, both 

discussed in paragraph 2.5; 
• different horizontal eddy diffusivity for tracers and horizontal eddy viscosity (whose formulation is 

explained in paragraph 2.3); 
• time step equal to 300 seconds except for the sys4d experiment, where the time step has been set equal 

to 600 seconds; 
• a variable bottom drag coefficient, already discussed in section 2.1 except for sys4d experiment, where 

a constant bottom drag coefficient has been used; 
• a restart file from the MFS sys4d operational production, except the V9 experiment which has been 

initialized using SeaDataNet initial conditions (the monthly climatologies for temperature used as 
initial conditions had been calculated with Diva3D, using the semi-normed analysis method, putting as 
background field the seasonal fields, while for salinity the monthly climatologies had been calculated 
using the same method, but using the annual mean as background field);  

• the assimilation mode (described in section 1.2); 
• the coupling with WWIII wave model (described in section 1.4); 
• a simulation period that goes from 1st of January 2013 to 30th of September 2014. 

 
The model configuration used for all the performed experiments is summarized in Table 3 and Table 4. 
 

CPP key Associated process 
key_dynspg_ts Split-explicit free surface 

key_mfs MFS bulk formulation 
key_obc Lateral boundary condition with open boundaries parameters 

key_zdfric Richardson number dependent vertical diffusion 
Key_iomput Outputs are selected in iodef.xml 

key_mpp_mpi Massively Parallel Processing 

Table 3. List of the NEMO model configuration CPP (C pre-processor) keys adopted.  
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 NEMO configuration  
Horiz. Resolution  1/16 Degree 
Vertical discretization  72 z levels with partial cells (ln_zps = .true.) 
Air-sea fluxes  MFS-Bulk formulae (ln_blk_mfs = .true.) 
Neutral drag coefficient Read from file (ln_cdgw = .true.) 
Runoff As Surface boundary condition for S and w (ln_rnf = .true.) 
Sea Surface Restoring on T and/or S Yes (ln_ssr = .true.) 
Solar radiation  2 bands penetration (ln_qsr_2bd = .true.) 
Lateral momentum B.C.  No-sleep (rn_shlat = 2) 
Open boundaries Flather open boundary condition (ln_obc_fla = .true.) 
Bottom B.C  Non linear friction (nn_bfr = 2) 
EOS  UNESCO – Jackett and McDougall [1994] (nn_eos = 0) 
Back. Vertical Visc. Amv =1.2e-5 m2 s−1 
Back. Vertical Diff.  Avt =1.2e-6 m2 s−1 
Vertical Scheme Implicit (ln_zdfexp = .false.) 
Free-surface formulation Split-explicit (key_dynspg_ts) 

 
Table 4. List of the NEMO model configuration setup as defined in namelist. 

 
 
 

4. Experiments results and validation 
 
This section presents the numerical experiment results, their intercomparison and their validation 

according to the available in situ and remote sensing data.  
 

4.1 Basin averaged time series (Temperature, Salinity, Currents, Sea Surface Height) 
In this paragraph a comparison between the basin averaged time series of temperature, salinity, 

currents and sea surface height is shown. 
In the left-hand side of Figure 6 the sea surface salinity time series of the performed experiments are 

shown, while in the right-hand side the differences between the experiments V1, V5, V7, V8 and V9 with 
respect to sys4d run are shown.  

 
 

  
 

Figure 6. Sea surface salinity [PSU] comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  

 
 

The experiments sys4d, V1, V7 and V8 show a similar behavior from January 2013 to August 2013, 
when V7 and V8 sea surface salinity starts to decrease respect to sys4d and V1, until June-July 2014, when 
the curves of the above mentioned experiments starts to converge again. The shape of the curve representing 
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experiment V5 is very different from all the other experiments performed, due the different momentum and 
tracers advection schemes used. Major differences can be seen for V9 experiment, started from SeaDataNet 
initial conditions instead of a restart file of MFS sys4d operational system. It needs about 18 months to 
converge toward sys4d, V1, V7 and V8 experiments. 

In terms of differences between the experiments performed and the operational system MFS sys4d, the 
right-hand side of Figure 6 shows that V1 experiment has a very similar behavior with respect to sys4d 
simulation, since the main difference between the setups of the two experiments is only in the 
implementation of the Lateral Open Boundary Conditions, which are provided daily to V1 experiment, while 
are provided as climatological mean to sys4d simulation. As already highlighted, V7 and V8 experiments 
have a very similar behavior and highest differences with respect to sys4d are concentrated from April 2013 
to June 2014. V5 experiment shows the largest differences with respect to sys4d due to the big differences in 
the setup between the two experiments. V9 experiments shows highest differences with respect to the other 
experiments at the beginning of the simulation that reduces after about 18 months. 

The volume mean salinity shows much less differences between the experiments performed with 
respect to sea surface salinity (Figure 7, left-hand panel). 

 
 
 

  
 

Figure 7. Volume mean salinity [PSU] comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  

 
 
 

All the experiments show a similar behavior except for V9 experiment that presents a lower volume 
averaged salinity that increases in time but never reaches values comparable with the other experiments, with 
a difference of about 0.05 PSU at the end of the simulation. 

The volume mean salinity differences of the experiments performed with respect to the MFS sys4d are 
very little (Figure 7, right-hand panel), in particular for V1 experiment; only the V9 experiment shows a 
large difference with respect to sys4d, which decreases along the simulation period. 

In the left-hand side of Figure 8 the basin averaged sea surface temperature time series are shown, 
while in the right-hand side the differences between the experiments V1, V5, V7, V8 and V9 with respect to 
sys4d run are shown.  
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Figure 8. Sea surface temperature [oC] comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  

 
 
 

The results of all the experiments are very close to each other, except V9 that converges toward the 
other experiments after 6 months, due to the different initial conditions. 

In terms of differences between the simulation performed using the operational system MFS sys4d and 
the other experiments performed, the right-hand side panel of Figure 7 shows that all the experiments 
performed are very close to sys4d results, except V9 and V5, the latter showing a sea surface temperature 
generally higher with respect to all the other experiments performed. 

Also the volume mean temperature shows a very similar behavior for all the experiments performed, 
with the exception of V9, which needs about 18 months to give results comparable with the ones produced 
by the other experiments (Figure 9, left-hand panel). 

In terms of differences between the simulation performed using the operational system MFS sys4d and 
the other experiments performed, the right-hand side panel of Figure 9 shows that all the experiments 
performed are very close to sys4d results, in particular V1 experiment, with the exception of V9. In 
particular V7 and V8 experiments present higher volume mean temperature, and V5 is characterized by a 
lower temperature with respect to sys4d. 

 
 
 

  
 

Figure 9. Volume mean temperature [oC] comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  
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The largest differences between the MFS sys4d and the set of experiments performed can be noticed 
by considering the sea surface height. In Figure 10, left-hand panel, is shown that all the experiments 
performed have a similar behavior, with the exception of sys4d experiment. It should be noticed that the 
climatological SSH dataset used as Lateral Open Boundary Conditions for sys4d has been computed using a 
Mean Sea Surface averaged over a reference period of 5 years (from 2001 to 2005), while the daily SSH 
dataset used as Lateral Open Boundary Conditions for all the other experiments is an analysis dataset from 
the Mercator Global Forecasting System, which assimilates SLA data which have a Mean Sea Surface 
averaged over a 7-years period (from 1993 to 1999).  

Looking at the right-hand side of Figure 10, a similar behavior of V1 and V5 with respect to sys4d on 
the one hand, and V7, V8 and V9 on the other hand can be noticed. 

 
 

  
 

Figure 10. Sea surface height [cm] comparison (left-hand side panel) and differences between MFS sys4d 
and the experiments performed (right-hand side panel) for the whole period of simulation.  

 
 

Figure 11 shows the sea surface current module. Experiments sys4d and V1 present lower values with 
respect to the other experiments performed (Figure 11, left-hand panel), while the highest values are 
achieved with experiment V5. 

This is clear also from the right-hand panel of Figure 11, where all the experiments performed show a 
positive difference with respect to sys4d simulation, except V1 which oscillates around a zero difference 
with respect to sys4d. 

 
 

  
 

Figure 11. Sea surface current module [m/s] comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  
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Figure 12 presents the volume averaged currents time series showing that V1 has the lowest values, 
V5 and V9 have the highest values, the latter converging toward the results of the other experiments after 4 
months of simulation, we can also notice the presence of 3 couples of curves, sorted by increasing sea 
surface current module: sys4d and V1, V7 and V8, V9 and V5. 

Concerning the comparison with sys4d, all the experiments performed show a positive difference with 
respect to sys4d, except for V1 experiment. 

 
 
 

  
 

Figure 12. Volume mean current module comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d (right-hand side panel) for the whole period of simulation.  

 
 
 

4.2 Misfits (Temperature, Salinity, Sea Level Anomaly) 
The misfits (observations minus model results) of the numerical model results with respect to 

temperature and salinity vertical ARGO profiles and along track satellite sea level anomaly (SLA) 
observations are presented in this paragraph. The comparison between SLA model results and observations 
from satellites has been carried out for the satellite missions which are assimilated through the 3D-VAR 
scheme used. 

The comparison between model results and ARGO salinity and temperature observations is presented 
for specific depths, while in paragraph 4.5 the same comparison is presented for all the depths available for 
observations and for different sub-basins. 

The satellite missions considered for SLA observations are: 
• SARAL/AltiKa, a French – Indian mission started in February 2013 and whose data are available 

since June 2013. 
• CryoSat, a European Space Agency (ESA) mission started in April 2010 mostly dedicated to 

measuring the thickness of polar sea ice and monitoring changes in the ice sheets that blanket 
Greenland and Antarctica, but also sea level data are produced and disseminated. 

• Ocean Surface Topography Mission (OSTM) on the Jason-2 satellite, a joint mission started in June 
2008 by four organisations: the National Oceanic and Atmospheric Administration (NOAA), the 
National Aeronautics and Space Administration (NASA), the France’s Centre National d’Études 
Spatiales (CNES) and the European Organisation for the Exploitation of Meteorological Satellites 
(EUMETSAT). 
 
In Figure 13 the Root Mean Square misfits of sea level anomaly between the experiments performed 

and the observations from the above mentioned satellite missions are presented, and the corresponding 
numerical values are summarized in Table 5. 
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Figure 13. Root Mean Square misfits of sea level anomaly (cm) between the experiments performed and the 
observations from SARAL/AltiKa mission (top-left panel), CryoSat (top-right panel), OSTM/Jason-2 
(bottom-left panel) and the average of the previous three ones (bottom-right). 

 
 
 

 
 

 
 
 
 

Table 5. Root Mean Square misfits of sea level anomaly (cm) between the experiments performed and the 
satellite observations presented in Figure 13. 

 
 

 
As highlighted by Figure 13, and Table 5, V7 and V9 experiment show the best performances in the 

comparison with SARAL/AltiKa and CryoSat observations, while for OSTM/Jason-2 observations 
comparison all the experiments show extremely similar results. The comparison of the numerical simulations 
with respect to the average of the three satellite missions considered, shows that V7 and V9 are the 
experiments producing the best results. 

In Figure 14 the Root Mean Square misfits of temperature between the experiments performed and the 
observations from ARGO floats are presented, and the corresponding numerical values are summarized in 
Table 6. 
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Figure 14. Root Mean Square misfits of temperature (Co) between the experiments performed and the 
observations from ARGO at specific depths. 

 
 

 
 
 

 
 
 
 

Table 6. Root Mean Square misfits of temperature (Co) between the experiments performed and the ARGO 
floats observations presented in Figure 13. 
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As showed in Figure 14 and Table 6, experiment V7 presents the best performances, while V5 exhibits 
the worst results; the skills of experiment V9 are influenced by the climatological initial conditions (the other 
experiments have been initialized using the same restart from MFS sys4d operational system), as it will be 
discussed in the following.  

In Figure 15 the Root Mean Square misfits of salinity between the experiments performed and the 
observations from the above mentioned satellite missions are presented, and the corresponding numerical 
values are summarized in Table 7. 

 
 

 

  

  
 

Figure 15. Root Mean Square misfits of salinity between the experiments performed and the observations 
from ARGO at specific depths. 
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Table 7. Root Mean Square misfits of salinity (PSU) between the experiments performed and the ARGO 
floats observations presented in Figure 14. 

 
 

As showed in Figure 15 and Table 7, the experiment with the best results is V7, while the experiment 
with the worst results is V5; as for temperature, the skills of experiment V9 are influenced by the fact that it 
has been started from climatological initial conditions, but V9 is anyway the experiment with the best 
performances at surface (8 m layer). 

 
4.3 CalVal buoys (Temperature, Salinity, Currents, Sea Surface Height) 

The experiments have been validated using the CalVal (Calibration/Validation) tool developed at 
INGV in the framework of MyOcean project. 

The purpose of the MyOcean WP9 CalVal activities is to assess the quality of the Med MFC external 
products, e.g. daily mean temperature, salinity, sea level and current fields, in terms of MERSEA Class 4 
diagnostics. 

The Class 4 metrics aim to measure, using independent in-situ observations, the performance of the 
forecasting system, its capability to describe the ocean (hindcast mode), as well as its forecasting skill 
(analysis and forecast mode). 

In the following the performances of the experiments carried evaluated using CalVal tool are 
summarized in Table 8, and some sample comparisons are presented. 

 
 

VARIABLE V1 V5 V7 V8 V9 
T 5 7 9 12 14 
S 2 1 2 0 5 

SSH 10 16 11 5 8 
 

Table 8. Number of buoys for which each experiment shows the best performances, divided by variable. 
 
 

The experiment V9 presents the best performances for the most part of the buoys considered, in 
particular for temperature and salinity observations, while for the SSH (Sea Surface Height) V5 shows the 
highest skill. 

Zonal and meridional current data have not been taken into account in Table 8, since they are very few 
for the considered period. 

In Figure 16 the comparison of Root Mean Square Error of temperature between all the experiments 
performed and MFS sys4d (labeled hereafter in pictures as MFS Currents V4 AN) is shown for the Alghero 
station. 
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Figure 16. Root Mean Square Error of temperature at surface of the performed experiments at Alghero 
station. 

 
 
 

Considering the Alghero buoy station, all the experiments show a higher temperature RMSE with 
respect to MFS sys4d, with the exception of experiment V8 and experiment V9, the latter showing an 
improvement of 10% in temperature representation with respect to MFS sys4d. 

In Figure 17 the comparison of salinity RMSE at 3 m depth between all the experiments and MFS 
sys4d run is shown for Cabo de Palos buoy station. 
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Figure 17. Root Mean Square Error of salinity at 3 m depth of the performed experiments at Cabo de Palos 
station. 

 
 
 
For Cabo de Palos station all the experiments performed show a lower RMSE of salinity with respect 

to MFS sys4d, with the exception of experiment V5, which shows a worsening of 22%. Experiments V7 and 
V9 show the best results, with an improvement of 15% and 28% respectively compared to MFS sys4d. 

In Figure 18 the comparison of sea surface height RMSE between all the experiments performed and 
MFS sys4d run is shown for the Vieste buoy. All the experiments performed show a lower RMSE with 
respect to MFS sys4d, with an improvement ranging from a minimum of 12% in experiment V8 to a 
maximum of 16% in experiment V1. 
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Figure 18. Root Mean Square Error of sea surface height of the performed experiments at Vieste station. 
 
 
 

In Figure 19 the comparison of zonal current RMSE between all the experiments performed and MFS 
sys4d run is shown for Tarragona buoy station. Most of the experiments performed show a lower zonal 
current RMSE with respect to MFS sys4d, with an improvement ranging from a minimum of 0.3% in 
experiment V8 to a maximum of 5% in experiment V9. 
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Figure 19. Root Mean Square Error of zonal current at 3 m depth of the performed experiments at Tarragona 
station. 

 
 
 
In Figure 20 the comparison of meridional current RMSE between all the experiments performed and 

MFS sys4d run is shown for Tarragona buoy station. All the experiments performed show a lower 
meridional current RMSE with respect to MFS sys4d, with an improvement ranging from a minimum of 
1.5% in experiment V1 to a maximum of 25% in experiment V5. Also experiment V9 shows a large 
improvement with respect to MFS sys4d (about 17%).  
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Figure 20. Root Mean Square Error of meridional current at 3 m depth of the performed experiments at 
Tarragona station. 

 
 
 

4.4 Estimated Accuracy Numbers (Temperature, Salinity, Sea Surface Temperature, Sea Level 
Anomaly) 

Estimated Accuracy Numbers (EANs) are a standard developed within MyOcean project for providing 
accuracy metrics for a wide range of products to the users. 

EANs have been calculated for each experiment, in order to give an overview of the performances of 
the different setups used. 

The Mediterranean basin has been subdivided into 13 different regions (Figure 21), and the 
computation of EANs has been performed for each of them and for the entire basin. 
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Figure 21. Mediterranean basin subdivision for Estimated accuracy number computation. 
 
 
 
In the following the tables containing the EANs for each region are presented; “MISFIT” is defined as 

Observation – Model, while “RMS” is the Root Mean Square Error. The vertical layers considered are: 
 

• 1 Layer: 0 – 10 m. 
• 2 Layer: 10 – 30 m. 
• 3 Layer: 30 – 150 m. 
• 4 Layer: 150 – 300 m. 
• 5 Layer: 300 – 600 m. 
• 6 Layer: 600 – 1000 m. 

 
Figures 22-23 show respectively histograms of temperature and salinity EANs evaluated for the entire 

basin and for each region at different vertical layers. 
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Figure 22. Temperature Estimated accuracy number for the entire basin and for the regions defined. 
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Figure 23. Salinity Estimated accuracy number for the entire basin.  
 
 

As presented in Figure 22, the EANs show that for temperature for the entire basin in the first two 
layers (0 – 30 m depth) the V7 experiment has the best performances, while at intermediate depths (150 – 
600 m) the sys4d and the V1 experiments perform better; at the bottom (600 – 1000 m depth) the V9 
experiment shows the best skill. 

The V7 experiment shows the best results in most of the sub-regions considered, in particular in the 
Layer 1 (from surface to 10 m depth) and, to a lesser extent, in Layer 2 (from 10 to 30 m depth). 
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Also the experiment V8 shows a good behavior in the same layers as for V7 experiment, while the 
experiment V5 shows the worst results. 

For salinity (Figure 23), the EANs show that for the entire basin the experiments with the best results 
are V7, V8 and V9, in particular in Layer 1 and 2 for many of the sub-regions considered. 

The V5 experiment has the worst results, in particular for the first three vertical layers. 
In Table 9 the EANs sea level anomaly (SLA) and for the sea surface temperature (SST) calculated for 

the entire basin and for each region are shown. 
 
 

 

 
 

Table 9. Sea level anomaly (upper panel) and sea surface temperature (lower panel) Estimated accuracy 
number for the entire basin: in green the best skills, in red the worst skills. 

 
 
 
For the sea level anomaly, the EANs (Table 9, left panel) show that the experiments with the best 

results are V7 and V9. In particular V9 has the best skills among the performed experiments in the western 
and central part of the Mediterranean Sea, while it has the worst performances in the eastern part of the basin. 
The experiment with the worst skills is V5. 

For the sea surface temperature, the EANs (Table 9, right panel) show that the experiment with the 
best results is V7, while V9 experiment has the worst behavior among the performed experiments for all the 
sub-regions considered. 

It has to be highlighted that, if year 2013 is considered as spin-up time, and the RMSE for temperature, 
salinity, sea level anomaly and sea surface temperature are recomputed only considering year 2014, a clear 
improvement of the V9 experiment performances is achieved. Indeed the temperature RMSE for each layer 
is lower with respect to the other experiments RMSE (Figure 24, left panel) and also the salinity RMSE is 
reduced for every layer (Figure 24, right panel). 

A big improvement of experiment V9 for year 2014 is evident for sea level anomaly and sea surface 
temperature as shown in Table 6, confirming that the lower performances shown for the entire simulation 
period are due to the spin-up time. 
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Figure 24. Temperature Estimated accuracy number for the entire basin for year 2014 (left panel), salinity 
Estimated accuracy number for the entire basin for year 2014 (right panel).  
 
 
 

 

 
 

Table 10. Sea level anomaly (upper panel) and sea surface temperature (lower panel) Estimated accuracy 
number for the entire basin for year 2014: in green the best skills, in red the worst skills. 
 

  
 

4.5 ARGO Profiles 
Model results have been validated using data from ARGO floats. Root Mean Square Error (RMSE) 

and BIAS have been computed for the entire basin and for the three sub-basins shown in Figure 25. Statistics 
have been evaluated separately for the whole simulation period and for year 2014 only in order to highlight 
the impact of two different initial conditions: operational restart file from MFS sys4d or climatological initial 
conditions (only for V9 experiment). 
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Figure 25. Basin subdivision used to compute RMSE and BIAS. 
 
 
 

ARGO data (whose position is shown in Figure 26) have been compared with temperature and salinity 
numerical results at the model grid point closest to the observation; in the vertical, model values have been 
linearly interpolated on the observation depths. 

 
 
 

 
Figure 26. Location of ARGO used in the numerical experiments validation and subdivision of the entire 
basin in three sub-basins. 

 
 
 

The temperature (°C) and salinity (PSU) RMSE and BIAS, averaged on the entire basin, are shown in 
Figures 27 and 28 respectively, where on the left hand side results are computed on the entire period of 
simulation, while on the right hand side only year 2014 is considered. 
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Figure 27. Root Mean Square Error (RMSE) and BIAS of temperature (°C) averaged on the entire basin for 
the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
 

  
 

Figure 28. Root Mean Square Error (RMSE) and BIAS of salinity (PSU) averaged on the entire basin for the 
whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
The comparison with ARGO temperature observations, averaged in the entire basin, shows similar 

skill for all the experiments performed (Figure 27). For salinity, the comparison with ARGO observations 
shows similar results for all the experiments, even if a higher RMSE, corresponding to a negative BIAS, is 
evident for experiment V5 in the first 100 m of the water column (Figure 28). 

The RMSE and the BIAS for temperature (°C) and salinity (PSU) averaged on the western sub-basin 
are shown in Figure 29 and Figure 30 respectively. 

 

  
 
Figure 29. Root Mean Square Error (RMSE) and BIAS of temperature (°C) averaged on the western sub-
basin for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel).  
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Figure 30. Root Mean Square Error (RMSE) and BIAS of salinity (PSU) averaged on the western sub-basin 
for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
 

In the western sub-basin all the experiments show similar results for temperature; V5 has the higher 
RMSE (Figure 29). For salinity for the entire basin, the experiment V5 has higher salinity RMSE in the first 
100 m of the water column, corresponding to a negative BIAS (Figure 30).  

The RMSE and the BIAS for temperature (°C) and salinity (PSU) averaged on the central sub-basin 
are shown in Figure 31 and Figure 32 respectively. 

 

  
 
Figure 31. Root Mean Square Error (RMSE) and BIAS of temperature (°C) averaged on the central sub-
basin for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
 

  
 

Figure 32. Root Mean Square Error (RMSE) and BIAS of salinity(PSU) averaged on the central sub-basin 
for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 
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In the central sub-basin the temperature (Figure 31) and salinity (Figure 32) comparison of all the 
experimental results with ARGO observations shows similar results, even if the experiment V5 shows the 
higher temperature RMSE. 

The RMSE and the BIAS for temperature (°C) and salinity (PSU) averaged on the eastern sub-basin 
are shown in Figure 33 and Figure 34 respectively. 

 

  
 

Figure 33. Root Mean Square Error (RMSE) and BIAS of temperature (°C) averaged on the eastern sub-
basin for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
 

  
 

Figure 34. Root Mean Square Error (RMSE) and BIAS of salinity (PSU) averaged on the eastern sub-basin 
for the whole simulation period (left-hand side panel) and for year 2014 only (right-hand side panel). 

 
The comparison of the experiments results for temperature with ARGO observations in the eastern 

basin shows the worst performances (Figure 33) among the three sub-basins considered. The comparison 
with ARGO salinity observations (Figure 34) shows a substantial agreement in the performances of all the 
experiments performed. 

It can be noticed that computing BIAS and RMSE only for year 2014, and considering the year 2013 
as spin-up time, the V9 experiment exhibit a clear skill improvement that is particularly evident considering 
temperature RMSE in the eastern sub-basin (Figure 33). 

 
4.6 GLIDER Profiles (Temperature and Salinity) in the Balearic Sea 

Comparing MFS sys4d outputs with data from glider observations in the Balearic Sea area it has been 
found that the model usually underestimates salinity and overestimates temperature at the sea surface. 

The five experiments performed have been compared with MFS sys4d and with observations in order 
to evaluate the best model configuration in representing the vertical structure of salinity and temperature in 
the Balearic Sea area. 

In the following three glider samples are shown, in order to highlight the differences between the 
model setups in the vertical salinity and temperature structure along the gliders tracks.  
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Figure 35 shows the comparison between model results and gliders observations for the period 6th 
February 2014 – 22nd February 2014, showing an improved temperature structure representation in 
experiment V9. In particular a cooling of the layer from surface up to 300 m depth is evident and in 
agreement with observations. 
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Figure 35. Comparison between temperature model results and gliders observations in the Balearic Sea area 
for the period: 6th February 2014 – 22nd February 2014. 

 
 
 

In Figure 36 a comparison between salinity model results and gliders observations in the Balearic Sea 
area shows a good representation of salinity vertical structure in experiment V9. In particular the layer from 
surface up to 100 m depth is very well represented in experiment V9, with respect to the others experiments 
considered, and in evident agreement with observations. 
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Figure 36. Comparison between salinity model results and gliders observations in the Balearic Sea area for 
the period: 6th February 2014 – 22nd February 2014. 
 

 
 

Other salinity and temperature glider observations have been compared to the model results (not 
shown here for brevity). In some cases all the experiments results differ from the measurements and do not 
properly represent the surface layer up to 100 m depth. Usually experiment V9 provides a better 
representation of the tracers in the deep layer from 300 m depth to the bottom, as shown in Figure 37 for 
salinity for the period: 15th July 2013 – 29th July 2013. 
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Figure 37. Comparison between salinity model results and gliders observations in the Balearic Sea area for 
the period 15th July 2013 – 29th July 2013. 

 
 
 

4.7 T/S Diagrams in the Balearic Sea area 
T/S diagrams for Balearic Sea area have been evaluated in order to understand the temperature/salinity 

distribution achieved by the numerical experiments performed and compare them with ARGO observations. 
A comparison between all the experiments performed and the observations for the whole simulation 

period is shown in Figure 38. 
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JANUARY 2013 – SEPTEMBER 2014 

 

  

  

  
 

Figure 38. T/S diagram comparison for the whole simulation period (January 2013 – September 2014) in the 
Balearic Sea area. 

 
 

The temperature/salinity distribution of the observations is well represented in experiments V7, V8 
and V9, while in the other experiments the model salinity is lower than the observations, and temperature is 
higher than observations. 

 
A comparison between all the experiments performed and observations for the sample period March – 

April 2014 is shown in Figure 39. 
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MARCH 2014 – APRIL 2014 

 

  

  

  
 

Figure 39. T/S diagram comparison for a sample spring simulation period (March 2014 – April 2014) in the 
Balearic Sea area. 

 
 

Considering the summer period all the numerical experiments correctly reproduce the 
temperature/salinity distribution of observations, except V5 which shows a too low salinity with respect to 
the observations. In particular experiment V9 is in better agreement with the observations in reproducing 
the Levantine Intermediate Water (LIW) characteristics, the water masses close to the 37.5 isohaline in 
Figure 39. 
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4.8 Waves: basin averaged time series and CalVal buoys 
Numerical wave model results are shown in terms of basin averaged time series of significant wave 

height (mean wave height of the highest third of the waves), mean wave period and peak wave period. Model 
results have been also validated by comparing wave height and periods to buoys measurements using the 
CalVal tool.  

The basin averaged time series of the investigated parameters show similar results for all the 
experiments performed, and the differences between the experiments results and MFS sys4d run are shown 
in Figure 40, 41 and 42. 

 
 

  
 
Figure 40. Basin averaged significant wave height comparison (left-hand side panel) and differences 
between the experiments performed and MFS sys4d run (right-hand side panel) for the whole period of 
simulation. 

 
 

  
 

Figure 41. Basin averaged mean wave period comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d run (right-hand side panel) for the whole period of simulation. 

 
 

  
 
Figure 42. Basin averaged peak wave period comparison (left-hand side panel) and differences between the 
experiments performed and MFS sys4d run (right-hand side panel) for the whole period of simulation. 
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The intercomparison between the performed experiments show extremely small differences in terms 
of basin averaged significant wave height and periods. 

Considering the differences between the performed experiments and the sys4d run, Figures 40 to 42 
highlight that the largest differences occur in late summer – winter period, when the wave field has the 
highest variability. 

Experiments V5 and V9 have the largest differences with respect to sys4d, in particular experiment V9 
differences are mainly concentrated during the first 4 months of simulation due to the climatological initial 
conditions. 

The comparison of model results with CalVal buoys shows that all the performed experiments produce 
very similar results. 

The CalVal comparisons for Capo Mele station in terms of significant wave height, mean and peak 
periods are shown as an example in Figure 43. 
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Figure 43. Root Mean Square Error of significant wave height, mean wave period and peak wave period of 
the performed experiments at Capo Mele station. 

 
 
As shown in Figure 43, the wave model results are only slightly affected by the ocean circulation 

model modifications, remaining the main statistics (RMSE and bias) unchanged when considering all the 
numerical experiments carried out.  

 
 

5. Conclusions 
 
The validation of the numerical experiments performed against in situ and remote sensing 

measurements shows that experiment V7 has the best performances among the experiments considered, in 
terms of temperature, salinity, sea surface height and currents representation skill. 

The experiment V9 confirms the improvements of V7 experiment skills when initialized from 
temperature and salinity climatologies instead of from a restart of sys4d operational system. 

Indeed, considering the year 2013 as spin-up time, the Estimated accuracy numbers analysis for 2014 
shows that the V9 experiment has the best performances for volume salinity, sea level anomaly and sea 
surface temperature, while for volume temperature the results are similar to the V7 ones (Figure 24 and 
Table 10). 

The V7 and V9 experiments lead to a better representation of the tracers in the deep layer from 300 m 
depth to the bottom in Balearic Sea area, and in some cases a big improvement in surface and subsurface 
salinity and temperature representation can be noticed. 

The different setups tested in the performed experiments seem not to have any significant impact on 
mean wave period, peak wave period and significant wave height computed by WWIII model. 

In view of the results of the performed experiments it has been decided to use the setup of the V7 
experiment in order to build the Mediterranean Forecasting System for MyOcean V5. 

Moreover it has been decided to re-initialise the Mediterranean Forecasting System from SeaDataNet 
initial conditions, decision supported by the good results of experiment V9. 
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