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Abstract
Ground motion scenarios for Mt. Etna are created using synthetic simulations with the program EXSIM. A large data set of weak motion records is exploited to identify important input parameters which govern the modeling of wave propagation effects, such as Q-values, high frequency cut-off and geometrical spreading. These parameters are used in the simulation of ground motion for earthquakes causing severe damage in the area. 
Two seismotectonic regimes are distinguished. Volcano-tectonic events, though being of limited magnitude (Mmax ca 5), cause strong ground shaking for their shallow foci. Being rather frequent, these events represent a considerable threat to cities and villages on the flanks of the volcano. A second regime is related to earthquakes with foci in the crust, at depths of 10-30 km, and magnitudes ranging from 6 to 7. In our synthetic scenarios, we chose two examples of volcano-tectonic events, i. e., the October 29, 2002, Bongiardo event (I=VIII) and the May 8, 1914, Linera earthquake (I=IX-X). A further scenario regards the February 20, 1818 event, considered representative for stronger earthquakes with foci in the crust. We were able to reproduce the essential features of the macroseismic field, in particular accounting for the possibility of strong site effects. We learned that stress drop estimated for weak motion events is probably too low to explain the intensity of ground motion during stronger earthquakes. This corresponds to findings reported in the literature claiming an increase of stress drop with earthquake size.
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1 Introduction

The volcanic region of Mt. Etna, with an area over ca. 1200 km2, is the theatre of intense volcanic activity along with strong ground shaking, caused mainly by local volcano-tectonic earthquakes but also by large, less frequent regional events (Azzaro et al. 2008). The area is located within a wider region characterized by high crustal deformation rates and seismic energy release, making it one of the highest seismic potential areas in Italy (Gresta and Langer 2002; Stucchi et al. 2011; Angelica et al. 2013, Azzaro et al. 2015). This area has indeed experienced numerous disasters over the years caused by large earthquakes in the seismic zone to the south (Azzaro and Barbano 2000), with the most significant ones occurring in 1169 (MW 6.4), 1542 (MW 6.7) and 1693 (two shocks of MW 6.2 and 7.4, respectively) (Fig. 1a). In particular, the latter totally destroyed more than forty towns between Catania and Siracusa, and caused huge damage even at a distance, including the city of Messina, the interior of Sicily and Malta (Guidoboni et al. 2007). In the framework of previous projects aimed at assessing the level of seismic risk for the city of Catania, several studies were developed to obtain seismic scenarios. These applied a variety of methods, though generally based on deterministic numerical models that take account of ground-motion predictive relationships (Langer et al. 1999; Priolo 1999; Romanelli and Vaccari 1999), amplification due to local site conditions (Pessina 1999), or response spectra (Zollo et al. 1999). All of them focused the simulations on the largest earthquake, i.e. the 1693 event, and, as an alternative, on the 1818 one (MW = 6.2). This event, although apparently located in the eastern flank of Etna (Rovida et al. 2011), does not show the typical features of a shallow volcano-tectonic event but has been interpreted as a purely tectonic, crustal scale earthquake linked to a different seismic regime (Lavecchia et al. 2007; Meletti et al. 2008, Fig. 1a, b).
Seismicity on Mt. Etna is a rather peculiar since fairly small but shallow shocks produce severe destructions on a local scale. Mt. Etna has a peculiar seismicity scenario since fairly small but shallow shocks produce severe destructions on a local scale. The most recent examples of these earthquakes (Fig. 1a) belong to a seismic swarm (formed by some hundreds of events, max ML 4.7) that occurred during the onset of the October 2002 eruption (Monaco et al. 2005). In terms of impact to the densely urbanized sectors on the eastern flank, the most relevant event was the October 29 earthquake (10:02 UT). With a magnitude of ML 4.4 (Milana et al., 2008), the earthquake produced heavy damage even to reinforced concrete structures in the epicentral area (Azzaro et al. 2006b), along a narrow but elongated zone (over 4 km in length) where the macroseismic intensity reached degree VIII on the European Macroseismic Scale (hereafter EMS, see Grünthal, 1998). In general, the entire eastern flank has been affected in the past by similar or even more severe seismic events. In particular in the area between Acireale, Zafferana Etnea and Giarre, crossed by several seismogenic faults, this type of seismic activity determines a considerable level of seismic risk. The risk is exacerbated by the short recurrence time (~24 years) of the main damaging earthquakes (Azzaro et al. 2012b).
The problem of simulating the seismic scenarios related to volcano-tectonic earthquakes on Mt. Etna has recently been tackled by Azzaro et al. (2013). These authors followed a probabilistic approach, entirely based on the use of macroseismic intensity, by exploiting the huge amount of available data from the local historical earthquake catalogue. Conversely, the definition of seismic scenarios for the volcanic zone of Mt. Etna on the basis of instrumental ground-motion parameters – peak ground acceleration, peak ground velocity or response spectra is hampered by the scarcity of recorded data. Even though this situation has improved in recent years due to the installation of new three component, broad-band digital stations and strong-motion sensors (Cattaneo and Moretti 2011), the lack of a significant strong ground motion dataset remains a critical issue.
In this paper, we seek to overcome this problem by integrating data recorded during the frequent small earthquakes, which can be exploited to estimate relevant parameters for the simulation (e.g. those related to effects of the propagation of the seismic energy), with the use of simulated waveforms for larger magnitude earthquakes according to the complex seismic source modelling as proposed by Motazedian and Atkinson (2005), here applied through the computer code called “EXSIM”. The analysis is carried out on two representative events of the volcano-tectonic seismicity – the 1914 and 2002 earthquakes, respectively the largest and latest ones to strike the Etna flanks – and on the crustal event that struck this volcanic region in 1818.

2 Empirical ground-motion prediction

In general, the assessment of seismic hazard and, hence the related risk, depends heavily on empirical relations of ground-motion attenuation parameters, based on existing data as well as on synthetic approaches that make assumptions on models and parameters. In a simplified though widely used form, those empirical laws are given by:
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where Y is the ground motion parameter (GMP), M the magnitude, and D the source-receiver distance. A more general formulation is given by:
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allowing for a non-linear dependence of a Ground Motion Parameter (GMP) on magnitude, and the logarithm of distance, D. Si describes correction terms for site conditions i (e.g. the EC8 soil classes).
The advantage of using empirical relations is the fact that they represent the “ground truth”; that is - besides the choice of the formalism of the regression - they are not influenced by the ideas and preferences of the modeler. On the other hand, the available databases are typically incomplete and often do not provide samples for all of the relevant scenarios. It is known that strong events with a large magnitude are rare, and so related instrumental data might not be available. At the same time the empirical relations for estimating GMPs have been shown to vary with the magnitude range considered. Looking at results obtained for small earthquakes (e. g. Frisenda et al. 2005, hereafter FRI05; Massa et al. 2007, hereafter MA07) we notice, for instance, that for peak ground acceleration (PGA) the coefficient b (magnitude dependence) is ca 0.8, whereas it is found around 0.3 for stronger events considered by Sabetta and Pugliese (1987) (hereafter SP87) or Ambraseys and Bommer (1996) (hereafter AMB96). Similarly, SP87 as well as AMB96 find a decay of PGA proportional to logarithm of distance, whereas in the relations for smaller earthquakes (FRI05, MA07, but also Tusa and Langer 2015) the decay of PGA with logarithm of distance is steeper, with coefficients c ranging between 1.6 and 2. The validity of empirically derived laws for ground motion prediction – such as the ones by SP87 or those by FRI05, MAS07 and Tusa and Langer (2015) as well – turns out to be limited. Their extension to magnitudes and distances outside the range covered by the analyzed range creates difficulties as they fail to describe variations in their controlling coefficients, in particular magnitude dependent variations (Fig. 2). In other words, they do not account for the fact that large events may follow physical laws differing from those which govern smaller events. 
In their study, Tusa and Langer (2015) analyzed a dataset of 12,933 seismograms (considering both the vertical and the two horizontal components) of both shallow and crustal earthquakes occurring in the Mt. Etna area. Besides the simplified formulations in (eq. 2), they also considered more complex formulations of empirical Ground Motion Prediction Equations (hereafter GMPEs) to their data set. In particular, they applied the relation
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where Rep is the epicenter distance, Rref is reference distance at which the near source predictions are pegged, Mref a reference magnitude, h a further distance parameter, and Si represents the soil parameter. The formulation, in its original form proposed by Boore and Atkinson (2008), allows accounting for differences in the dependence of a GMP on magnitude by keeping the distance fixed. At the same time, the formula (3) allows for the magnitude dependence of the steepness of attenuation with distance.
Nonetheless, a model like the one in eq. (3) does not resolve the problem for Mt. Etna data since extrapolating their ground motion prediction relations to stronger magnitudes – such as those considered by SP87 or AMB 96 - continues to give strong discrepancies. Even though a complex model may be more suitable from a physical point of view, extrapolation must be viewed with some skepticism, as confidence intervals of predicted GMPs typically increase at the margins or beyond the magnitude / distance range covered by the dataset. This is clearly evident for the area of Mt. Etna (see Tusa and Langer 2015). Comparing simple and more complicated ground motion models, it turns out that the problem of increasing confidence intervals is greater with the latter models, without resolving the discrepancies of empirical ground motion prediction equations (GMPEs) for small and stronger earthquakes.  

3 Calibration of input parameters for scenarios of ground-motion

The difficulties in extrapolation raise the question of how to handle large events with a major impact on the area. Since they have been infrequent during the last decade, only information about macroseismic intensities is available for most strong earthquakes. Even though the link between intensities and damage caused by an earthquake is evident, their conversion to a numerical, instrumentally recordable GMP is a matter of intense debate. Indeed, there are considerable differences in the relationships published by a number of authors (e. g. Margottini 1992; Wald et al. 1999; Faccioli and Cauzzi 2006; Faenza and Michelini 2010; see also Gómez Capera et al. 2007). A further point is the question which of the GMPs best fits the macroseismic intensity. The intensities are commonly related to peak ground acceleration values, giving this parameter a key role in most seismic building codes. Another frequently considered parameter is the peak ground velocity (PGV), which is sometimes preferred to the peak ground acceleration (PGA) as it is reported to be more significant for signal frequencies relevant for buildings. All peak ground motion parameters, however, do not account for the duration of strong ground shaking. For this reason additional parameters, such as the Arias Intensity (Arias 1970) or Housner Intensity (Housner 1952) are taken into account. In particular, the Housner Intensity is based on pseudo-velocity spectra, and even though not related to strong motion duration, it is the most effective parameter to correlate the severity of seismic events to structural damage of buildings. The Housner Intensity is defined integrating over pseudo-velocities obtained in range of periods from 0.1 s to 2.5 s. In a recent paper, Chiauzzi et al. (2012) published a relationship based on data collected at four sites, which was confirmed by a-posteriori observations collected during the April 6, 2009 L’Aquila earthquake. 
On Mt. Etna, the instrumental data recorded during strong ground motion is poor. As a consequence, we are compelled to exploit the weak motion data in some way to create strong ground motion scenarios. The idea is not new. One of the first papers on the topic was by Hartzell (1978), who proposed using records of small earthquakes and considering them representative of the Green’s function of the propagation medium. In the “Empirical Green’s Function” method (e. g. Pavic et al. 2000), large earthquake seismograms are obtained as the sum of smaller “subfaults” elements each of which represents the Green’s function. Effects of rupture propagation are accounted for by applying time shifts to the signals of the elementary sources, allowing including specific effects introduced by the overall geometry of the source.
The stochastic model for the simulation of large earthquakes (Beresnev and Atkinson 1998; Motazedian and Atkinson 2005; Boore 2009) uses a similar concept. The fault is understood as the composition of small sub-faults, whose dimensions are supposed to be in the order of those of weak motion earthquakes. The signal radiated by the sub-faults is described by a stochastic approach, originally proposed by Boore (1983) and is weighted according to the parameters controlling wave propagation, such as the geometrical spreading and attenuation (expressed by quality factor, Q, and high frequency limits described by parameters κ and/or Fmax). 
In our study we exploit the weak motion events recorded on Mt. Etna for the estimation of wave propagation parameters. In particular, we seek to reproduce the decay of ground motion parameters with distance by synthetic simulation. Once a set of input parameters on the basis of weak motion simulation is defined, we are ready to create synthetic scenarios of larger, potentially damaging events. In the context of the Etna region, we distinguish between scenarios for shallow events (focal depth, H, less than 5 km), and deeper earthquakes (H > 5 km). The shallow events are mainly linked to surface deformation processes affecting the volcanic edifice, especially the eastern flank of Mt. Etna (Azzaro et al. 2012a). The deeper events, occurring in the crystalline basement of the area, can be linked to the regional pattern of crustal deformation (Palano et al. 2011). We therefore distinguish two seismotectonic regimes for the creation of our scenarios:
(1) Shallow volcano-tectonic events, Mmax~5, focal depth often between 1 and 2 km, and less than 5 km. The foci of these events fall in the depth range where less rigid terrains of the sedimentary basement are present. This has evident consequences on the scaling laws, as the rocks are weaker and more fractured. The smaller elastic moduli of the shallow layers limit the storage of elastic energy and bring along relatively large fault length in relation to the magnitude (Azzaro 1999). In other words, the stress drop of these events is low.
(2) Regional-type events, with foci in the upper crust, i.e., focal depth > 5 km, typically 10 km or deeper. Given the higher elastic moduli of the materials, the events are supposed to follow the more classic scaling laws known for tectonic earthquakes. These events produce higher magnitudes in relation to fault dimension, i.e. their stress drop is expected to be higher than that of shallower events.
The differences between the two seismotectonic regimes are evident in the empirical laws of GMPs discussed in Tusa and Langer (2015, see also Fig. 2b). In particular, for a given magnitude and distance, deeper events give higher peak ground accelerations than shallow earthquakes; on examining the wave-forms one can easily recognize the larger high frequency content of the deeper events. We shall account for this fact in the identification of input parameters for synthetic simulation. 
For the simulation of our sources, we used a slightly modified version of the “EXSIM” code (Motazedian and Atkinson 2005), which can be freely downloaded from David Boore’s website (www.daveboore.com, see also Boore 2009). In a trial and error approach we identified a parameter set, which allows simulating our empirical decay laws with fair accuracy. In a first attempt, we used Q values derived from a paper by Giampiccolo et al. (2007), obtaining an average Q0 for shear wave of ca. 30  for frequencies below 1 Hz and (roughly) Q = Q0×f 0.5 for higher frequencies. Patanè and Giampiccolo (2004) assume a P-wave velocity of α = 3.0 km/s for the layers close to the surface. For our purposes, we adopted a shear wave velocity of S =1.8 km/s (that is α/1.67) for the layer hosting the sources of our shallow events. Geometrical spreading was accounted for by source parameters obtained using a constant stress parameter τ of 5 bar, which can be considered a typical value for shallow volcano-tectonic events at Etna with ML > 3. For our weak motion events we use ML as an approximation for the moment magnitude MW, i. e. MW = (0.9586 ±0.0124)×ML+(0.1720±0.1732) (see Saraò et al. 2014). Following the findings in Giampiccolo et al. (2007), we have adopted a rather lower value for the stress parameter in EXSIM, i.e. 5 bar. The geometrical spreading was calculated by assuming proportionality of R-1, i.e. body wave-like behavior as assumed in Giampiccolo et al. (2007), and using M = 3.0 km/s. Simulations with these values, in particular the Q-values and geometrical spreading, and the source parameters reported in the first row of Table 1, predict a considerably steeper decay for ground-motion parameters than observed in our dataset (see Fig. 3). The reason is probably because Giampiccolo et al. (2007) based their analysis on stations rather close to the source. This limits the applicability of their values to the dataset considered here. Indeed, the discrepancy between simulations and empirical relations is heftier at larger distances (Fig. 3) and is a hint for an overestimation of wave attenuation using the values for Q and geometrical spreading reported by Giampiccolo et al. (2007). At the same time, we also notice a discrepancy between simulated and observed PGV, which again increases with distance. 
We adjusted Q and the parameters related to geometrical spreading by trial and error, obtaining a reasonable fit of simulations using the parameter set reported in the row “SE (rev.)” of Table 1 (see Fig. 4). Note that the program EXSIM does not calculate Green’s functions for a given velocity models, but accounts for wave propagation effects in a heuristic way, using general relations for geometrical spreading and absorption. The code allows accounting for distance dependence of geometrical spreading, but not for the Q-values and neither for overall changes of shear wave velocities along the propagation path. This can become an issue especially for shallow earthquakes, as the rays propagate in deeper levels of the crust for distant receivers, making the use of fixed values for the propagation velocity of seismic waves questionable. 
	In our revised set of input parameters (see 2nd row in Table 1), we use higher Q-value at 1 Hz (that is equal to 90). Moreover, important differences are made in the assumption for the geometrical spreading. Following a paper by Scognamiglio et al. (2005), we use two regimes: R-1 for distances less than 40 km, and R-0.4 for larger distances (see Table 1). Besides, the use of a unique value for shear wave velocities is questionable in our specific case. These affect both the properties of the seismic sources as well as the geometrical spreading factors, which depend on the cube of the propagation velocities. Having no reliable data on elastic properties in the sedimentary basement underneath Mt. Etna, our assumptions, reported in Table 1, should be considered an educated guess. As before, we used a shear wave velocity S of 1.8 km/s, but only for the source volume itself. Outside of this volume, average shear wave velocities – used for calculating the geometrical spreading factor - were fixed at M =2.4 km/s for distances less than 40 km. This value can be deduced from P-wave velocities found by Chiarabba et al. (2004), who report values of ca. 4 km/s on average at depths between the surface and ca. 5 km. For larger distances a M 3.0 km/s was used. Besides, in our revised simulations of shallow events we used a lower high frequency cut off Fmax= 5 Hz in order to match the relation PGA/PGV, which has been found to be rather low compared to those found in the literature (e.g. ITACA data base, http://itaca.mi.ingv.it; Luzi et al. 2008; Pacor et al. 2011) and the deeper Mt. Etna events. We refer the interested reader to the appendix, where more parameter combinations are discussed, in particular with respect to the choice of Q-values, Fmax and stress. In general, we can rule out tradeoff between the choice of Q-values and Fmax. There may be a tradeoff between Fmax and stress for the shallow event group. Nonetheless, our choice forms a reasonable compromise from our findings and the results reported by Giampiccolo et al (2007).
	Following Patanè and Giampiccolo (2004), a higher stress value has to be expected for deeper sources. Here we have been using a value of 30 bars. Together with the source dimensions in the second column of Table 3, we obtain a moment magnitude of MW =4.0 for the hypothetical deep event. The depth of the source, i.e. the top of the fault, was assumed at 10 km. We again account for differences in the elastic parameters of the shallower and deeper parts of the medium. Given the greater source depth, we assume higher average values for the shear velocities than before, i.e. 3.0 km/s for distances less than 40 km, and 3.5 km/s for larger distances (see Table 1). In Figure 5, the PGA and PGV from simulations are compared to those from our empirical relations established for the group of the DE. Again, we find a fair match between the two relations, both with respect to absolute values of PGA/PGV as well as their decay with distance. We conclude that our identified parameter set fairly well describes the propagation effects of source elements with small dimensions. We suppose that similar laws hold for energy radiated from sub-faults with limited dimensions. The stress values adopted here are similar to those reported in the literature and prove a reasonable guess also for the prediction of PGAs, at least for magnitudes for which instrumental observations exist. 

4 Scenarios for potentially damaging earthquakes in the Etna area

In the following scenarios, we examine the two principal seismotectonic domains distinguished earlier. Among the shallow, volcano-tectonic events we select the May 8, 1914 Linera earthquake. With an epicentral intensity (I0) reaching a degree IX-X EMS and an estimated local magnitude ML= 5.1, this is recognised as the largest event to have been generated at Etna by “local” sources, namely the S. Tecla fault (Azzaro et al. 2015). This shock destroyed the village of Linera and nearby settlements – where 70 people died – and produced heavy damage in the area between Zafferana Etnea and Acireale (see Fig. 9, left top). In our simulations we also consider the October 29, 2002 Bongiardo earthquake, the most recent event having I0 = VIII EMS (instrumental magnitude ML = 4.4). It caused severe damage to the villages situated a few kilometers northwards, along the strike of the S. Venerina fault (Azzaro et al. 2012a) (see Fig. 9, left bottom). Both events are characterized by a very shallow depth, a concentration of damage in a very narrow zone astride the causative faults and – given their rather small magnitudes – considerable fault rupture lengths (6.5 and 4.5 km, respectively, see Azzaro 2004). Their macroseismic effects have been extensively documented and analysed (CMTE Working Group 2014 and references herein; Azzaro et al. 2006b). Besides, for the 2002 event some (limited) instrumental data is available (see, e.g. Milana et al. 2008), which is used to verify the choice of basic input parameters. At the same time, the accelerometric station located near the city of Catania (CAT) belonging to the national accelerometer network of Italy (Rete Accelerometrica Nazionale, RAN) recorded this event. PGA and PGV were measured at ca. 15 gal, and 4.5 cm/s, respectively (Milana et al. 2008). The extremely low ratio PGA/PGV is a strong clue to prevailing low frequencies in the records. In addition to a general frequency cut off at Fmax of 5 Hz found for shallow events (see Table 1), we must consider further effects related to the specific conditions at this site. In fact, following the results of an inversion of seismic noise (see the aforementioned ITACA database, http://itaca.mi.ingv.it) the site CAT corresponds to a site class “D”, with a shallow layer of over 50 m of weak material at the surface. Here, we tried to use the information available at the ITACA database to design a proper site correction function to be used in a simulation with EXSIM. The overall velocity model established at CAT is shown in Figure 6. The parameters of the shallower layers (down to 65 m of depth) were taken from the ITACA database. The velocities and thicknesses of the deeper layers are an educated guess using the information available in the literature. In the Etna area and its foreland to the south, the pre-volcanic basement is represented by a 4000-6000 m thick cover of clays and sandstones overlying the limestone units of the Hyblean Foreland (Branca et al. 2011). Considering the mechanical properties of clays and sandstones, we assume P-wave velocities increase with depth (see Schön 1983), i.e. they increase 1 km/s for each km in depth, starting from αM =2230 m/s at 65 m (engineering bedrock level with M = 750 m/s). We then convert to S-wave velocities using a relation by Castagna et al. (1985)
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For the most rigid limestone layer, a less steep increase is assumed according to the weaker dependency of elastic moduli on pressure for this type of rock. We then calculated both theoretical Green’s functions for SH-wave using the reflectivity method, placing the source at a depth of 1.5 km and at a distance of 16 km. We obtained the functions using both the original model – corresponding to site CAT – and then a model where the layers above the source had the same parameters as the material at the source, i. e. M = 1800 m/s. Finally, forming the spectral ratios of the two functions we obtained a site correction function, which accounts for the effects introduced by the shallow geological structure which are not accounted for in the standard parameter set reported in Table 1.
The spectral site correction function is shown in Figure 7. We notice the strong amplification at low frequencies, well below 1 Hz, whereas even a depletion is encountered for higher frequencies. Part of the reason for the very low ratio PGA/PGV may be attributed to the specific conditions at the station CAT. In our EXSIM simulations we tried to match peak ground motion parameters and the response spectrum (damping 5%) available for the site CAT applying  the values shown in Figure 7 as site correction function. From the first attempts using the original parameters of the 2002 earthquake, i.e. a local magnitude ML = 4.4 and a stress parameter τ = 5 bar, we obtain a general underestimation of ground motion with respect to the values reported at the site CAT (see Table 2). However, a considerable uncertainty in moment magnitude estimation has been reported in Milana et al. (2008), who referred to values obtained from MEDNET stations and revised the local magnitude on the basis of Wood-Anderson simulations of the accelerograms. For ML a value of 4.8 is reported whereas the (MedNet) moment magnitude MW is given with 4.7. For our simulations we therefore considered the revised M = 4.8 by Milana et al. (2008), with an increased stress parameter of 20 bar. We thus account for the possibility that stress drop may depend on magnitude. Indeed, Giampiccolo et al. (2007) mention this trend, and a similar observation has been found – though for earthquakes MW > 5.5 - by Mayeda and Malagnini (2009).
Compared to the observations, we note a slight overestimation of PGA and underestimation of PGV, which means that our simulated signals are somewhat richer in high frequencies than the observed ones. This can also be seen in a comparison of simulated and observed response spectra (see also Fig. 8a, b). We wonder whether this can be attributed to source parameters. Assuming MW = 5.0 and a lower stress parameter τ = 15 bar, we get spectra of the simulated signals shifted to lower frequencies, i.e. obtaining a limited increase of PGV whereas PGA remains more or less the same. Unfortunately, given the limited amount of instrumental data we are unable to decide if the residual difference is truly caused by a still underestimated moment magnitude or other effects, such as site amplification – especially affecting low frequencies – which have escaped our knowledge. On the whole, the model parameters with M = 4.8 and τ =20 bar are our preferred ones for the October 29, 2002 earthquake. The role of site conditions is evident by comparing some other events occurring in October 2002 at Etna, in particular the one on October 27 (02:50 UT, ML = 4.7, revised in Milana et al. 2008), located on the northeastern flank of the volcano. Whereas at the site CAT low frequency strongly prevails for both 27 and 29 October events, these frequencies are less dominant in the records at station BRNT (Bronte, northwestern flank of Etna, see Milana et al. 2008).

5 Comparison of observed macroseismic fields and simulated data

a) Shallow volcano-tectonic events
Besides instrumental data – which are rather poor indeed for relevant earthquakes – we exploit macroseismic observations in order to compare them with the results of synthetic simulations. The maximum intensity of the 2002 Bongiardo earthquake is reported as degree VIII on the EMS scale. One of the peculiarities of the macroseismic field is the rapid decay of intensity with distance from the epicenter (see Fig. 9 left bottom), a characteristic common to all the relevant volcano-tectonic events occurring at Etna (Azzaro et al. 2006a). The principal reason for this characteristic is the shallow depth of the source. The most damaged zone during the 2002 earthquake extended over a length of ca. 4 km, giving an idea of the extension of the fault (Azzaro et al. 2006b).  
Figure 9 shows the comparison between the observed macroseismic field and our simulation; the N140° trending S. Venerina causative fault is also indicated. The intensity rapidly decreases with distance, in particular perpendicularly with respect to the azimuth of the fault. The simulations of the ground motion parameters for this event were carried out for 2500 points on a grid spaced at 0.01 degrees latitude/longitude around the source. In order to simplify the analysis we did not account for site-correction, i.e. we carried out the simulation for hard-rock conditions. Further, as in the above simulations, we did not specify an a-priori weighting function for the distribution of slip across the fault but used the random option available in the EXSIM code. As in the observed macroseismic field, we noted a narrow zone of ca. 3-4 km length, where strong ground shaking is predicted. On the whole, we noticed the PGA value – using MW=4.8 and τ=20 bar – is predicted in the order of ca. 100 gal in the epicenter area. Simulated PGV is around 0.1 m/s and the predicted Housner Intensities reach ca 70 cm. Following the conversion of Housner Intensity (IH) to the EMS Scale (Chiauzzi et al. 2012), 
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with IH being expressed in m, our Housner Intensity corresponds to the degree VII on the EMS scale, this being lower than the maximum observed value of VIII. Such a discrepancy may be ascribed to the fact that site-amplification effects are not included. The attenuation of simulated peak ground motion parameters is shown in Figure 10.
Figure 11 shows a comparison of observed and simulated intensity decays. In the simulations a concentration of strong ground motion at distances of 2-3 km from the source can be observed; at 6 km we are already below the degree VI, both in the simulations as well as in the observations. Differences may be partly explained by local site conditions, which are difficult to account for in a generic scenario. In fact, in the analysis of GMPEs for weak motion events at Etna, Tusa and Langer (2015) found a site correction factor of ca. 3.5 (0.5 points in a logarithmic scale) for stations with a non-A site. 
We also performed simulations for the 1914 Linera earthquake, which occurred along a nearby structure – the S. Tecla fault – and has similar seismotectonic characteristics to the 2002 Bongiardo event. The maximum macroseismic intensity, reaching a degree IX-X EMS, is higher than in 2002 and extends over a length of up to 6 km. As for the previous simulation, we assume MW being higher than ML, i.e. MW = 5.3; the stress parameter was set to 30 bar. Maximum PGA, PGV and also equivalent intensities are considerably above the values obtained for the 2002 event: maximum PGA for hard-rock site conditions reaches 142 gal, and the calculated equivalent Housner Intensities are well above the value VIII EMS.  

b) Regional-type crustal event
[bookmark: OLE_LINK1]Besides the shallow events, which are frequent but of limited magnitude, strong seismic ground motion caused by deeper earthquakes occurring in the upper crust (equivalent to a crystalline basement layer) is expected in the Etna region. The February 20, 1818 event can be considered exemplary for these cases. This event had an estimated magnitude of MW 6.2 (Rovida et al. 2011), and caused macroseismic effects up to degree IX-X EMS (Fig. 12). As there are no instrumental data for this type of strong event, we again used our weak motion data for fixing input parameters. We started with the parameter set reported in Table 1, using the values reported in the row “DE (rev)”. The length of the fault was assumed at 13 km, its width 6.5 (Table 3), and the depth of the upper border of the fault area was fixed at 10 km. Again we carried out the simulations for hard-rock conditions, i.e. using a flat site and crustal amplification function. For the sake of comparison, we converted simulated Housner Intensities into Equivalent Intensities through the relations (5a) and (5b).
Using a stress parameter of 30 bar, our simulated intensities range slightly above degree VII and decrease two units at a distance of 60 km (Fig. 12). Simulated PGA reaches a value of ca. 50 gal, and PGV is found around 5 cm/s (see Table 4). As noted earlier, the use of a constant stress value independent of magnitude is questionable, and a higher value may be justified. Using a stress drop of 50 bar and adjusting the source dimensions following Table 4, the equivalent intensities are VII-VIII, PGA close to 80 gal and PGV ca 8 cm/s. We also repeated simulations using a stress value of 100 and 200 bars, again adjusting the source dimensions (see Table 3). A stress value of 100 bars is reported for the largest event in the weak motion data set – an event occurring in 2009 on the NW flank of Mt. Etna at a depth of 30 km, with a magnitude ML of 4.8 (Alparone et al. 2014). A value of ca. 200 bar was reported for the 1990 Southeastern Sicily earthquake reaching a magnitude MW = 5.4, (Di Bona et al. 1995). The event occurred offshore, about 35 km SE of Catania at a focal depth of ca. 15 km, and caused damage inland corresponding to degree VII-VIII MCS. 
With stress-drop of 30 and 50 bars, the ground motion parameters of the 1818 event generally tend to be underestimated, whereas the general trends of calculated attenuation (2 degrees along 50-60 km) appear somewhat flatter than in the observed one (Fig. 12). The simulations with 100 and 200 bars yield values that apparently better match the pattern of macroseismic attenuation. It is worth recalling, however, that the simulations hold for a hard-rock site condition which is overly conservative with respect to the general geological conditions, in particular in the epicentral region and the area to the north. After the 1693 earthquake, the city of Catania was widely reconstructed over the detritus of collapsed buildings, which makes strong amplification likely (Langer et al. 1999). Villages in north-eastern Sicily are often situated along small rivers and creeks; i.e. they also are also affected by the presence of rather weak substratum. In order to assess the possible effect of site conditions at Catania, we again considered the model CAT (see Fig. 7). We calculated the transfer function of SH-waves for the model, using Haskell-matrices, obtaining the site correction function shown in Figure 14. Using a stress value of 50 bars, we found PGA almost doubled, and Housner Intensities reaching 1.9 m. The equivalent intensities correspond almost to a degree IX. Applying the same correction function in the 100 bar simulation, PGA is found around 300 gal; Housner Intensities are found at ca 3 m, which means equivalent intensities of degree IX-X. From the viewpoint of simulated Housner Intensities, site effects account for an increase of more than one degree. In this context, it is worth noting the relatively low intensities in southeastern Sicily, where the limestones of the Hyblean platform outcrop. Here local amplifications due to the presence of weak ground at the surface is expected to be less or even absent, which would explain the low EMS intensities produced by this event on the Hyblean platform.

6 Discussion and Conclusion

In this work, we have developed ground motion scenarios for the Mt. Etna region aimed at accounting for the peculiarities of the seismicity in this area. We may distinguish between two seismotectonic domains: (i) shallow volcano-tectonic earthquakes with foci in the upper part of sedimentary basement, occurring rather frequently and causing damage despite their limited magnitude (maximum magnitude ~ 5) and (ii) crustal events, with foci occurring in a crystalline-type basement. Strong and damaging events of the latter type are fairly rare, but have larger magnitudes. Analyses of empirical ground motion relations of weak motion events underscore the existence of the two event groups (see Tusa and Langer 2015). The crustal events tend to show a stronger high frequency content, thus – keeping fixed magnitude and source receiver distance – the expected peak ground acceleration is higher than for the shallow earthquakes. Unfortunately, the direct application of the empirical ground motion relations, such as those reported by Tusa and Langer (2015), to earthquakes of larger magnitude entails severe problems. As we have seen, the assumption of a constant stress value over large magnitude ranges is questionable, and larger earthquakes are supposed to have higher values than small events. Besides, the ground motion relations reported in the literature for strong events show considerable differences of coefficients, controlling both the distance dependent amplitude decay as well as those related to the dependence on magnitude. This can be understood from the fact that larger earthquakes have longer fault dimensions, and the dominating spectral content shifts to lower frequencies. In order to demonstrate the variability of attenuation curves for differing magnitudes, we have performed simulations choosing magnitudes from 4 to 7 (Fig. 15). The source dimensions are reported in Table 5.
For the sake of simplicity, we have used hard-rock conditions as before, and used a constant stress parameter of 30 bar. This means that we focus on effects of source size as a function of magnitude, neglecting in this context the variation of stress. We first noticed that the spread of the curves decreases with magnitude. This corresponds to the findings previously reported in the literature, where the coefficient describing the magnitude dependence is lower for stronger earthquakes (see Ambraseys et al. 1996, Sabetta and Pugliese 1987) than that for small events (Frisenda et al. 2006; Tusa and Langer 2015). At the same time, we also observed a steeper decay of PGA for smaller events, i.e. two logarithmic units along 100 km, in comparison to somewhat more than one logarithmic unit in the case of M = 7. Again these results correspond to findings in the literature. 
Although many of the parameters used in our simulations were inferred according to the state of art, they are still affected by a considerable degree of uncertainty. For instance, the use of an appropriate velocity in the geometrical spreading term is a critical issue, as it appears with a cubed exponent. There may be some trade-off between certain parameters, such as the values of stress and Fmax in the case for shallow earthquake (see Appendix). A further problem is the conversion of numerical values to intensities. Here we have been using the Housner Intensity and a conversion to the EMS scale as a proxy, though we are aware that the problem is still not well resolved. Finally, we have to adopt moment-magnitude for historic earthquakes derived from intensity by empirical relations. Our scenarios were generated assuming a hard-rock condition, with flat site and crustal amplification functions. This facilitates the creation of maps showing the distribution of ground motion parameters without a refined knowledge on the geological structure in the area. In fact, the stratigraphy in the Mt. Etna region is extremely complex and geotechnical parameters vary rapidly on short distances. At the same time, the proper assessment of site-amplification effects needs both knowledge of the sub-surface structure – which may be accessible by affordable geophysical investigations – but also of the deeper structure, i.e. the sedimentary basement underneath the volcanic edifice. For those layers we have to use “educated guesses” as we did for the site CAT. Compared to the observed macroseismic intensities, calculated numerical parameters tend to be underestimated, at least when we neglect site-specific effects which are known to cause severe amplification of ground shaking. In a specific analysis for the site CAT, we show that our simulations match instrumental observations fairly well when the specific site conditions are accounted for. The overall pattern of the ground-shaking field is well reproduced. Ground shaking during shallow events decays rapidly with distance and for the crustal earthquakes the simulated GMPs decay less rapidly, which is consistent with observations. We are also able to understand the differences in empirical GMPEs between small and larger earthquakes: in particular our simulations predict a weaker dependence of ground motion parameters as magnitudes increase. At the same time, the area affected by strong ground motion increases with the earthquake magnitude. This corresponds to the observations.
We may conclude that the parameters which were established from the analysis of small events – in particular those controlling wave propagation, such as geometrical spreading, quality factors Q, Fmax - create a solid basis for the creation of synthetic scenarios. However, it appears that stress parameters obtained for small events are probably too low to understand the effects encountered during larger earthquakes even when site effects are accounted for. We have demonstrated this for the case of the 2002 Bongiardo earthquake and the site CAT, but this also holds for the crustal, regional-type events. Higher values of stress parameters, about 20-30 bar for the shallow volcano-tectonic regime, and somewhere between around 50 and 100 bar for the crustal earthquakes, give a better understanding of macroseismic intensities observed in the region of Mt. Etna.
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Figure captions

Fig. 1 Distribution of earthquakes in the Etna region: circles, instrumental data recorded in the time-span 2006-2013, with magnitude 3.0 <ML < 4.8, according to two classes of hypocentral depth (see colours) (Gruppo Analisi Dati Sismici, 2014); stars, historical data referring to major earthquakes with epicentral intensity I0 ≥ VIII EMS that occurred from 1832 to 2013 (CMTE Working Group 2014). Green, study area in the UpStrat-Mafa Project; light brown, urbanized zones; black solid lines, active faults: STF, S. Tecla fault; SVF, S. Venerina fault; C.C., central craters. Inset maps: (a) Regional seismicity from 1000 to 2006 (Rovida et al. 2011). Dates indicate the large regional events relevant for the seismic hazard in the study area; (b): Distribution of the instrumental earthquake dataset recorded at Etna with respect to the hypocentral depth.

Fig. 2 (a) The problem of extrapolation of empirical GMPEs. We compare PGA predictions for magnitudes 4 and 6 obtained with the empirical relation of Sabetta and Pugliese (SP87) to predictions for shallow events of Mt. Etna (SE) using the relation of Tusa and Langer (2015). (b) PGA prediction for a shallow (SE) and deep event (DE) using the results of Tusa and Langer (2015), and assuming a magnitude M = 4; site class is A.

Fig. 3 Simulated and empirical attenuations of PGA (a) and PGV (b) for a shallow, volcano-tectonic ML=3.4 earthquake, using the input parameters in the 1st row of Table 1. Size of symbols indicates the order of standard error of the empirical estimations (ca. 0.4 points). 

Fig. 4 Simulated and empirical attenuations of PGA (a) and PGV (b) for a shallow, volcano-tectonic ML=3.3 earthquake, using the input parameters reported in the 2nd row of Table 1. Size of symbols as in Fig. 3. 

Fig. 5 Simulated and empirical attenuations of PGA (a) and PGV (b) for a deep, crustal ML=4 earthquake, using the input parameters reported in the 3rd row of Table 1. Symbols as in Fig. 3. 

Fig. 6 Shear wave velocity model for the site in the city of Catania (CAT).

Fig. 7 Site correction function for the station CAT (source depth = 1.5 km, distance = 16 km).

Fig. 8 (a) Observed pseudoacceleration spectrum (damping 5%) at site CAT. (b) Simulated pseudoacceleration spectra (average., average + standard deviation, average – standard deviation) using Mw=4.8, stress = 20 bar and applying the site correction shown in Fig. 7.

Fig. 9 Comparison between observed intensity data (from CMTE Working Group 2014) and simulated ground motion parameters (Housner Intensity and PGA) for the two shallow volcano-tectonic events analysed in this study: bottom, October 29, 2002 Bongiardo earthquake (MW=4.8 and τ=20 bar); top, May 8, 1914 Linera earthquake (MW = 5.3; τ=30 bar).

Fig. 10 (a) Attenuation of PGA and (b) equivalent Intensities obtained from the numerical Housner Intensities applying the relations 5a and 5b. A rather flat decay is observed for intensities lower than ca. 5.5, which is partly due to the small regression coefficient relating IEMS to ln(IH) in 5b. Note that the goodness of fit reported by Chiauzzi et al. (2012) is 0.85 in 5a, but only 0.36 in 5b, which means that the uncertainty of the conversion formula is higher for large distances than in the vicinity of the epicenter. 

Fig. 11 (a) Attenuation of observed IEMS for the 2002 Bongiardo event and (b) values derived from simulated Housner Intensities applying the relations 5a and 5b. 

Fig. 12 Equivalent Intensities and observed intensity data (from Guidoboni et al. 2007) of the February 20, 1818 earthquake (MW=6.2). Grey diamonds represent the observed intensity values whereas circles with different colours indicate equivalent Intensities calculated with different stress parameters.

Fig. 13 Attenuation of simulated PGA and PGV, using the model for the 1818 earthquake (MW =6.2), stress τ = 50 bar.
Fig. 14 Site amplification for site CAT and a regional event at depth of 10 km.

Fig. 15 Simulated PGA attenuation for M=4, 5, 6 and 7. Stress parameter is constantly 30 bar, and depth is fixed at 10 km (upper bound of the fault). We considered azimuths of 0 and 90 degrees with respect to the strike of the fault.






































Tables

Table 1 Input parameters used for simulation ground motion parameters of weak motion events. SE (orig) refers to shallow events, using values taken from Giampiccolo et al. (2007), SE (rev) those with revised parameters. The line DE (rev) reports parameters used for the simulation of ground motion of weak, deep events occurring at Mt. Etna, assuming a depth of 10 km. Length and width of source is 1.0 and 0.5 km, respectively, for all three types, magnitudes are ML = 3.4 for the shallow events, and 4.0 for the deeper ones. Distance ranges of R are expressed in km, seismic velocities in km/s, stress in bar, Fmax in Hz. We used standard values for the radiation pattern R(θ,φ) and the partitioning factor PRTITN.
	
	Stress τ
	Q
	Q
	R-n (<40)
	R-n (>40)
	S
	M
	Fmax

	SE (orig)
	5 bar
	32
	0.5
	1 
	1
	1.8 
	3.0
	15

	SE (rev)
	5 bar
	90
	0.5
	1
	0.4
	1.8
	2.4/3.0
	5

	DE (rev)
	30 bar
	90
	0.5
	1
	0.4
	3.0
	3.0/3.5
	15

	PRTITN = 0.707; R(θ,φ) = 0.63



Table 2 Simulation of ground motion parameters of the October 29, 2002 Bongiardo earthquake. In order to account for the specific source-receiver geometry, we adjusted radiation pattern R(θ,φ) and the partitioning factor PRTITN. Average, lowest and highest values refer to 25 simulations.
	
	
	M=4.4, τ=5 bar
	M=4.8, τ=20 bar
	M=5.0, τ=15 bar

	PGA (gal)
	15
	4.2 (2.6-5.8)
	16 (10-29)
	17 (12-24)

	PGV (cm/s)
	4.5
	0.7 (0.4-1.0)
	2.7 (1.6-4.3)
	3.3 (1.9-5.2)

	Housner (cm)
	18
	6.5 (3.8-9.5)
	26 (17-39)
	37 (21-53)

	PRTITN = 0.9, R(θ,φ) = 0.8



Table 3 Source dimensions and stress values used for simulating the February 20, 1818 earthquake.
	Stress
	Length (km)
	Width (km)

	30 bar
	13
	6.5

	50 bar
	11
	5.5

	100 bar
	9
	4.5

	200 bar
	7
	3.5



Table 4 Simulated ground motion parameters for the 1818 event using different stress values.
	
	 τ=30 bar
	 τ=50 bar
	τ=100 bar
	τ=200 bar

	PGA (gal)
	60
	94
	160
	270

	PGV (cm/s)
	6
	8
	12
	19

	Housner (cm)
	68
	84
	120
	170

	PRTITN = 0.7, R(θ,φ) = 0.63



Table 5 Source dimension and magnitude used for the simulations of PGA.
	Magnitude
	Length (km)
	Width (km)

	4
	1.0
	0.5

	5
	3.2
	1.6

	6
	10.0
	5.0

	7
	32.0
	16.0







Appendix A: Parameter study 

1. Shallow events
In order to identify suitable input parameters for the simulations with the EXSIM code (Motazedian and Atkinson 2005), we tested a number of sets with the aim of matching the empirical GMPEs published by Tusa and Langer (2015) for data recorded on Mt. Etna. For a shallow event we have tested the parameters given in Tab. A1
In Giampiccolo et al. (2007) a frequency dependent Q-value is reported with Q0=30 (at 1 Hz) and an increase f0.5 for higher frequencies. Fmax of 15 Hz is a standard value that is widely used in stochastic simulation (see for instance Boore, 2003, 2009) and is commonly used for sources whose foci are situated in a crystalline-type basement. It is still debatable whether this high frequency cut-off Fmax is an effect of wave propagation or a characteristic of the source. In any case, the ω2-source model, which is at the basis of the EXSIM code, requires this band limitation for the law of energy conservation. 
As mentioned in the main text, the use of the Giampiccolo et al. (2007) attenuation law together with Fmax = 15 Hz PGA and PGV are somewhat overestimated at close distances, whereas an underestimation of both PGA and PGV is encountered at distances greater than 20 – 30 km. Greater distances were not considered by these authors for the lack of available data. Using a higher Q0 value (90 instead of 30, and applying the same exponent for frequency dependence), we find a considerable overestimation of PGA and PGV, particularly at distances less than ca 30 km. One way to resolve the problem is the choice of a lower value for Fmax. From a physical viewpoint, we may justify a low Fmax by the fact that the foci of shallow events on Mt. Etna are hosted by layers of sedimentary material – often shales or marnes. This may limit the radiation of high frequencies from such sources. Strong heterogeneities such as faults that are present on the flanks of the volcano, may further limit the propagation of high frequency energy. Choosing Fmax = 5 Hz the simulated PGA and PGV fit values obtained from Tusa and Langer (see their Tab. 3) fairly well.
The simulations carried out for the parameter couple Q0=90/Fmax=15, and Q0=30/Fmax=5 show that – considering the whole range of distances – a tradeoff between Q and Fmax can be ruled out. The choice of Fmax affects the peak ground motion parameters (PGA and PGV) at close distances (say less than ca. 20-30 km), whereas the choice of Q is critical for GMPs at greater distances.
As the effects of Fmax are most evident for peak ground motion values at small epicenter distance, we examine whether there may be the risk of confusion with other simulation parameters, in particular the stress parameter. In a further sequence of simulations, we used the parameter combination shown in Tab. A2
It can be seen from Fig. A2a and b that more or less all combinations yield a reasonable fit of the empirical relations by Tusa and Langer (2015). The combination Fmax =5 Hz, stress =5 bar best fits PGA near the source, whereas the combination Fmax= 3 Hz, stress = 10 bar performs slightly better than the others for PGA at greater distances. The empirical relation for PGV is matched best by the choice Fmax=10 Hz, stress = 3 bar. Note that the stress drop reported by Giampiccolo et al. (2007), is found at ca 5-10 bars. In the end, we adopted the combination stress = 5bar, Fmax = 5 Hz as a suitable compromise between the various options in our parameter study and the results of Giampiccolo et al. (2007). 

2. Deep events
For deep events we have used Fmax =15 Hz, which is the standard value frequently used in stochastic ground motion simulation. Since the sources are situated in the crystalline-type basement, we have no specific reason to use a different value to the standard. The role of the stress parameter is discussed in the framework of the simulation of the 1818 earthquake (section 5b). Here we focus on the choice of Q, comparing values of 50, 90 and 150 for Q0, and an exponent of 0.5 for the frequency dependent increase (see Fig. A3). Compared to the empirical relations of Tusa and Langer (2015), the choice Q0=90 yields a good match of PGA for small and intermediate distances (less than 50 km), and a somewhat greater discrepancy at larger distances. PGV is slightly overestimated for small distances and fits better at larger distances. The choice Q0=150 tends to overestimate all values at all distances, whereas using Q0=50 peak the simulated ground motion values underestimate predictions of Tusa and Langer (2015). This holds specifically for intermediate and greater distances. The choice with Q0=90 and frequency dependent increase (f0.5) proves a reasonable compromise for fitting PGA and PGV in the distance range of interest.
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Figure captions
Figure A1. a) Simulated and empirically predicted PGA, b) simulated and empirically predicted PGV. The legends refer to the combinations mentioned in Tab A1, for example “q30_f05” represents the simulations carried out using Q0=30, and Fmax=5 Hz. The source and other parameters correspond to those reported in Tab. 1. The size of the diamonds (empirically predicted ground motion parameters) is about 0.4 units, corresponding to the rms-error reported in Tusa and Langer 2015.
Figure A2. a) Simulated and empirically predicted PGA, b) simulated and empirically predicted PGV. “f5_s5” stand for the combination Fmax=5 Hz, stress =5 bar, in the same way “f3_s10” stands for Fmax=3 Hz, stress = 10bar, and “f10_s3” for Fmax=10 Hz, stress=3bar. The source parameters correspond to those reported in Tab. 1. The size of the diamonds is about 0.4 units, corresponding to the rms-error reported in Tusa and Langer (2015).
Figure A3 a) Simulated and empirically predicted PGA, b) simulated and empirically predicted PGV. The source parameters correspond to those reported in Tab. 1. The size of the diamonds is about 0.4 units, corresponding to the rms error reported in Tusa and Langer (2015).

Table A1. Input parameters related to frequency dependent absorption
	Mw=3.3, depth = 1km, stress = 5 bar

	Q0
	Fmax (Hz)

	30
	15

	30
	5

	90
	15

	90
	5



Table A2. Model parameters varying Fmax and Stress.
	Mw = 3.3, depth = 1 km, Q0=90

	Fmax (Hz)
	Stress (bar

	3
	10

	5
	5

	10
	3
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PGAobs	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	0.73009342789186693	0.61466851656550947	0.57146024326545009	0.51146361891739822	0.42869202471407664	0.26061526212818809	0.15664246552886096	-8.7844096976783526E-2	-0.22220930394255278	-0.29433754314744043	-0.38325956211472523	-0.48540212148150319	-0.57609967699670328	-0.66393292455919894	-0.69725457988146466	-0.74772906290913044	-0.83668052196597253	-0.88076539232055628	-0.93866039342594787	pga_q150	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	0.83821922190762577	0.73399928653838686	0.70329137811866138	0.64836001098093166	0.63346845557958653	0.47712125471966244	0.37106786227173627	0.14301480025409505	4.3213737826425782E-3	-0.19997064075586568	-0.23507701535011155	-0.3010299956639812	-0.37059040089728107	-0.44611697335612566	-0.48678239993206096	-0.54975089168063895	-0.63451201510910027	-0.69036983257410123	-0.78251605578609373	pga_q90	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	0.76937732607613851	0.65609820201283187	0.62221402296629535	0.56229286445647475	0.53655844257153007	0.36172783601759284	0.24054924828259971	-3.6212172654444715E-2	-0.20134935455473107	-0.39147396642280585	-0.46724562100750222	-0.54821356447570979	-0.64206515299954614	-0.74472749489669399	-0.77469071827413716	-0.86646109162978246	-1.0061230850587888	-1.045275209020937	-1.1450869776921444	pga_q50	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	0.59659709562646024	0.52113808370403625	0.48855071650044429	0.42160392686983106	0.34044411484011833	0.15836249209524964	-4.8037084028205992E-3	-0.33348201944511913	-0.53313237964589055	-0.74957999769110606	-0.83863199776502517	-0.97881070093006195	-1.1007268126823961	-1.2335871528876006	-1.30715308072277	-1.4089353929735009	-1.5702477199975919	-1.6345120151091004	-1.7471469690201069	Distance (km)
Log PGA (gal)
PGV_obs	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	-0.92929417226966415	-1.0558301483176791	-1.0986704662364586	-1.1553558522879428	-1.2294983610926455	-1.3704132623970178	-1.4534045958445534	-1.6414644537039329	-1.742263212389298	-1.7959099098545699	-1.8617163548660114	-1.9369573815383125	-2.0035295580016004	-2.067836571538205	-2.092198882320659	-2.1290717870194515	-2.1939776565537339	-2.2261154349499201	-2.2682956528453633	PGV_150	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	-0.73992861201492521	-0.79588001734407521	-0.85698519974590492	-0.86966623150499389	-0.9318141382538383	-1.0629838925351858	-1.1481303992702336	-1.3695721249749762	-1.4975728800155672	-1.7033348097384688	-1.7328282715969863	-1.7644715530924511	-1.8181564120552274	-1.8794260687941502	-1.9136401693252518	-1.9625735020593764	-2.0510982390297863	-2.0741724253752576	-2.1343039400839294	PGV_q90	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	-0.78781239559604221	-0.8477116556169435	-0.91364016932525183	-0.9244530386074693	-0.99567862621735737	-1.1390633792999063	-1.2306226739238615	-1.489454989793388	-1.6216020990518623	-1.8356471442155629	-1.8601209135987635	-1.9172146296835499	-2.0017406615763012	-2.0767559813697236	-2.0888423912600236	-2.171984935776023	-2.2692177243336107	-2.2873502983727887	-2.3819519032879071	PGV_q50	4.8	7.6	8.6	10	12	16.5	19.7	29	35.5	39.5	45	52.2	59.5	67.5	70.8	76.099999999999994	86.4	92	99.9	-0.91364016932525183	-0.97881070093006195	-0.98716277529482777	-1.0856568428805593	-1.0990869322623309	-1.2924298239020637	-1.4213607900319276	-1.6695862266508092	-1.8386319977650252	-2.0381045263321496	-2.1029229967905798	-2.1877553031996309	-2.2358238676096693	-2.348721986001856	-2.3645162531850881	-2.4424927980943423	-2.5114492834995557	-2.5917600346881504	-2.6401645176601121	Distance (km)
Log PGV (cm/s)
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