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Abstract
Ground motion prediction equations (GMPEs) have been derived for peak ground acceleration (PGA), velocity (PGV) and 5%-damped spectral acceleration (SA) at frequencies between 0.1 and 10 Hz for the volcanic area of Mt. Etna. The dataset consists of 91 earthquakes with magnitudes 3.0<ML<4.8 and epicentral distances between 0.5 km and 100 km. Given the specific characteristics of the area, we divided our data set into two groups: Shallow Events (SE, focal depth < 5 km), and Deep Events (DE, focal depth > 5 km). Signals of DE typically have more high frequencies than those of SE. This difference is clearly reflected in the empirical GMPEs of the two event groups. 

Empirical GMPEs were estimated considering several functional forms: Sabetta and Pugliese (1987) (SP87), Ambraseys et al. (1996) (AMB96), and Boore and Atkinson (2008) (BA2008). From ANOVA we learn that most of the errors in our GMPEs can be attributed to unmodelled site effects, whereas errors related to event parameters are limited. For DE, BA2008 outperforms the simpler models SP87 or AMB96. For SE, the simple SP87 is preferable considering the Bayesian Information Criterion since it proves more stable with respect to confidence and gives very similar or even lower prediction errors during cross-validation than the BA2008 model. We compared our results to relationships derived for Italy (ITA10, Bindi et al. 2011). For SE, the main differences are observed for distances greater than about 5 km for both horizontal and vertical PGAs. Conversely, for DE the ITA10 heavily overestimates the peak ground parameters for short distances.
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Introduction

With an area over ca. 3,500 km2, the province of Catania is situated in Eastern Sicily along the Ionian coast (Figure 1). Sicily undergoes to intense tectonic deformation linked to the collision of the African continent and the Eurasian Plate. This leads to a considerable rate of crustal seismicity, making the island one of the most hazardous areas in Italy. Throughout history the area has witnessed numerous disastrous seismic events, among which the major earthquakes occurring on 4 February 1169 (I0=X on the MSC scale), 10 December 1542 (I0=IX–X) and 9/11 January 1693 (I0=IX and X–XI, respectively). The latter destroyed many towns in an area between Catania, Siracusa and Ragusa, and caused huge damage in more distant places, such as the city of Messina, the interior of Sicily as well as Malta (Boschi et al. 1995; Bianca et al. 1999). On February 20, 1818 the zone between Catania and Acireale was hit by an earthquake that reached intensities of European Macroseismic Scale (EMS) IX in the epicenter and up to VII at the northern coast of Sicily, more than 50 km distant from the epicenter. More recently, the 13 December 1990 seismic event strongly damaged a wide area in spite of its moderate magnitude (Ms 5.4, Amato et al. 1995), claiming 19 casualties the collapse of a poorly constructed building in the town of Carlentini. This event renewed attention to the seismic activity of the area and its high seismic potential. 
The seismicity at Mt. Etna shows a rather peculiar scenario, in which relatively small but shallow earthquakes can produce major damage on a local scale. The most recent examples of damaging earthquakes belong to a seismic swarm (formed by some hundreds of events, maximum ML 4.8) that occurred at Mt. Etna between 26 and 29 October 2002. Several of these earthquakes were clearly felt by the population in an area ranging from Messina to Siracusa. The most damaging event of the swarm was the Bongiardo earthquake on 29 October 2002, with a magnitude of ML 4.5 (Castello et al. 2006). This event struck a densely urbanized area on the southeastern flank of the volcano. Macroseismic Intensities reached degrees of up to VIII (EMS) with heavy damage even to reinforced concrete structures. The damage zone stretched for over 4 km and was centered in area between the villages of Santa Venerina and Guardia (Azzaro et al. 2006). 

The distinctive seismic pattern in the Mt. Etna area, with regional events and frequent smaller but shallow earthquakes, is a consequence of the interaction of two geodynamical regimes. The regional deformation field is characterized by relative displacements of several mm per year (D’Agostino and Selvaggi 2004), allowing the accumulation of dislocation of meters across some tens of km, i e., enough to generate earthquakes of over M 7, such as the Messina Strait earthquake in 1908 or the 1693 event that struck southeastern Sicily. On the other hand, GPS measurements routinely carried out on Mt. Etna and its flanks reveal fast relative displacements, in the order of several cm per year (Bonforte et al. 2013). These movements, besides affecting the summit area of the volcano, impact the flanks of the mountain as well. From a seismological viewpoint, the volcanic edifice of Mt. Etna, covering almost entirely the northern part of considered area, deserves specific attention. Local shallow tectonic structures on Mt. Etna, such as the Pernicana Fault system, the Northern and Southern Rift, the Timpe Fault System (Bousquet and Lanzafame 2004) come along with intense seismic activity close to the surface. This seismic activity, caused by the dynamics of Mt. Etna, is essentially characterized by a high frequency of earthquakes, moderate magnitude of the events - often clustered in swarms - and shallow focal depths (in general less than 3 km, Gresta and Patanè 1987). The shallow earthquakes affect the whole volcanic area, though they are more numerous in its central-eastern portion. Despite their small magnitudes, they have caused severe effects at the surface with macroseismic intensities reaching values up to X EMS (Azzaro 2004). 


In the literature, studies on the seismic hazard of the Mt. Etna area have been published by Albarello et al. (2000) and Montaldo et al. (2005). Since Albarello et al. (2000) did not have strong-motion data recorded in the area, they estimated peak ground accelerations using a specific attenuation relation derived from macroseismic data of Italian earthquakes (Margottini et al. 1987). Montaldo et al. (2005) used a specific attenuation relationship for volcanic areas, starting from different predictive relationships. 
Notwithstanding the high seismic potential of the investigated area, no attenuation relationships of peak ground motion parameters are available in the literature so far. The article presented here aims at filling this gap. The lack of available attenuation relationships of ground motion parameters – since strong earthquakes are rare phenomena – has prompted us to consider weak motion data related to relatively small earthquakes. In this article, we consider the wealth of high quality data collected in recent years, particularly from 2006 on, when numerous seismic broadband stations have been operating. In our study we analysed a set of 4311 three-component recordings acquired during 91 events, which fell in a magnitude range of 3.0 < ML < 4.8 and in a distance range of 0.5÷215 km. Particular attention has been devoted to the province of Catania, which encompasses both the volcanic edifice of Mt. Etna and a part of the Hyblean foreland to the south of the city of Catania. The large amount of geotechnical data available for this area can be exploited to correct the ground motion parameters for the geological conditions of a site. 

First, we derived a set of ground-motion prediction equations (GMPEs) for the area of Mt. Etna by using different functional forms. The equations are derived for PGA, PGV and 5% damped spectral acceleration (PSA) at several frequencies through the regression analyses. We then discuss the results obtained with different regression models from a statistical point of view, namely in terms of standard deviation of residuals about the mean predictions and interval confidences. Moreover, we compare our GMPEs with the national GMPEs (i.e., Bindi et al. 2011) and emphasize the usefulness of reliable local models that are based on well-studied large datasets, hence encouraging their use in reducing modeling uncertainty.
Data set and record processing
The data set we used in this study consists of 91 selected seismic events (Figure 1) recorded by the stations of the “Rete Sismica Permanente della Sicilia Orientale” (RSPSO), operated by Istituto Nazionale di Geofisica e Vulcanologia (INGV) Sezione di Catania– Osservatorio Etneo. The database includes earthquakes occurring in the Mount Etna area from April 2006 to November 2012, having local magnitude (ML) between 3.0 and 4.8, and focal depth up to 30 km. We have chosen this time interval for the quality of data and homogeneity of the instrumental chain. The seismic network includes about eighty digital stations equipped with Nanometrics Trillium broadband seismometers (natural period of 40 s), located in an area between the volcanic archipelago of Aeolian Islands and the Hyblean Plateau. The signals are digitized by a 24-bit A/D converter with a sampling rate of 100 Hz. 

Focal parameters and local magnitude values of the events were taken from the “Catalogo dei terremoti della Sicilia Orientale - Calabria Meridionale (1999-2015)” (Gruppo Analisi Dati Sismici, 2015) of the INGV. 

Given the complex tectonic situation of the investigated area, the treatment of the data as a whole raises serious questions on the homogeneity of the parent population. In particular, the shallowest events on Mt. Etna occur in very specific geological conditions and may therefore be supposed to form a unique group. They are closely related to the dynamics of the volcanic edifice rather than to the regional stress field. At the same time, the foci fall into a depth range of the sedimentary substratum. This hypocentral location has effects both on the seismic scaling laws (relation of released seismic energy and size of the source) and wave propagation phenomena. The differences between waveforms of shallower and deeper Mt. Etna events can clearly be identified in examples like the one shown in Figure 2. Although both events have a similar magnitude and were recorded at the same hypocenter distance, the shallow event clearly has more low frequencies than the deeper one, where high frequencies prevail. It is evident that significant differences in the ground motion relations occur. In order to avoid heterogeneities in the data set we therefore divided our data set into two subgroups of events on the basis of focal depth: 
a) Shallow Events (“SE” hereafter), i.e. events with a focal depth less than 5 km (38 events);

b) Deep Events (“DE” hereafter), i.e. events with a focal depth greater than 5 km (53 events).
The data were checked visually at all stations to exclude traces with electronic glitches, and with phenomena of amplitude saturation. As a first step in the processing, the digitized velocity time histories of the horizontal components were baseline corrected, removing offset and the linear trend from the data, and instrument corrected obtaining ground velocity in units of m/s. They were then band-pass filtered using corner frequencies of 0.1 and 25 Hz for the high-pass and low-pass filtering, respectively. The weak motion velocity data were differentiated to calculate acceleration time series. As a final step, the peak amplitude values of the ground acceleration and velocity (PGA and PGV, respectively) were read on the traces resulting from the geometric mean of the horizontal components (Akkar and Bommer 2010; Akkar et al. 2010; Bindi et al. 2011), as well as on the vertical component. 


Figure 3 shows the distribution of records with respect to magnitude and epicentral distance. The whole data set covers epicentral distances ranging from 0.5 to 215 km. The spatial sampling of the data is not homogeneous within this distance interval. Using a range of up to 100 km, we achieve a sampling with fair homogeneity and density. This holds essentially for both groups of events. Given the low engineering interest of data from distant stations, records from distances over than 100 km were excluded from the analysis. The number of peak ground motion data considered drops to 3,234 three component seismograms (1,200 and 2,034 data for SE and DE, respectively), associated to 72 seismic stations. Finally, Figure 3 reveals that there is no evident trend between magnitude and distance, thus we expect that no bias is introduced. 

The recording stations were classified according to the average shear-wave velocity in the uppermost 30 m at the site (VS,30), following the indications proposed by Eurocode 8 (CEN, European Committee for Standardization 2003): class A: VS,30 > 800 m/s; class B: VS,30 = 360 - 800 m/s; class C: VS,30 = 180 - 360 m/s; class D: VS,30 < 180 m/s. For the area of the province of Catania (area delimited by gray line in figure 1), the attribution of soil class to the sites of the seismic stations was made following the results reported in Gresta and Langer (2002). The authors created GIS based electronic maps exploiting seismic logs available in the Catania province which allowed identifying the characteristic lithological units according to the EC8-soil classes. For the seismic stations situated outside the Catania province, a more generic classification was obtained using the geo-lithological map of Sicily by Geoportale Nazionale (http://www.pcn.minambiente.it/) and the Italian strong motion archive (ITalian ACcelerometric Archive ITACA http://itaca.mi.ingv.it, Luzi et al. 2008, Pacor et al. 2011). Table 1 lists the soil classes that were associated to the main geo-lithological units identified in the area. 


Figure 4 summarizes the statistical characteristics of our final data set in terms of number of data–magnitude (Figure 4a), and number of data-recording site class (Figure 4b) distributions. Most of the records are from earthquakes with magnitude less than 4.0. There are very few waveforms corresponding to soil classes C and D (3.7% and 5.4% of the data set, respectively). 
Ground motion models

Empirical relations describing the attenuation of ground motion as a function of earthquake magnitude, distance and other parameters (such as site conditions) are abundant in literature. Their classical functional form can be expressed as (Sabetta and Pugliese 1987, 1996; Ambraseys et al. 1996)
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where f(Y) = Log(Y), with Y representing the ground-motion parameter to be predicted, a is the offset, f1(M), f2(R) and f3(S) are functions of magnitude (M), distance (R) and site geology (S), respectively, while   represents the uncertainty in f(Y). 

A more general formulation of equation (1) is given by 
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where Y represents the ground-motion parameter to be predicted, the coefficient a is the offset, while fM, fD and fS are functions of magnitude (M), magnitude and distance (R), and site geology (S), respectively. Hereafter we will use the term Log instead of Log10, to indicate the decimal logarithm. The variable T (total standard deviation) representing the uncertainty in Log(Y) and is often split into two terms,
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where eve and intraeve are the inter-event and intra-event terms of the errors, respectively. In detail, eve represents the variability of the errors for different stations recording the same event and intraeve represents the variability of the errors for different earthquakes recorded by the same station. Similarly, if the variability among recording sites is taken into account, the total standard deviation of Log(Y) in equation 2 is given by (e.g. Bindi et al. 2009)
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where 
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 represent the inter-station and intra-station component of variance. 
In the literature, numerous empirical ground motion relations have been published using the functional form in eq. 2. In Table 2 we cite a few of them developed for Italian regions and Europe. As can be seen, the relations published by Sabetta and Pugliese (1987) (SP87 hereafter) as well as by Ambraseys et al. (1996) (AMB96 hereafter), concern moderate to larger earthquakes, with magnitudes up to 7. Frisenda et al. (2005) (FRI05 hereafter) and Massa et al. (2007) (MAS07 hereafter) considered smaller earthquakes in NW-Italy with M up to ca 5, while Emolo et al. (2011) (EMO11 hereafter) analyzed a data set of small earthquakes (1.5<M< 3.2) recorded in the Campania-Lucania Region in Southern Italy. Clear differences are noted between the relations obtained for smaller and larger earthquakes. For example, the coefficient describing the magnitude dependence of Log(PGA) is ca 0.8 in MAS07, whereas a value around 0.3 is reported in SP87 and AMB96. In FRI05 magnitude dependence of Log(PGA) is similar to MAS07 for small events. Distance dependence of PGA is more or less proportional to 1/R in AMB96 and SP87, whereas a steeper decay is noticed in all relations for the small events (FRI05, MAS07 and EMO11). All this suggests that the validity range of GMPEs is a very important factor since the ground motion parameters can be badly estimated by using the attenuation relationships without distinction. 

In the following, we focus on several functional forms, starting from the more simple modes, i.e., AMB96 and SP87, and arriving at the more sophisticated one with more than 10 coefficients (i.e., Boore and Atkinson 2008). 
a) Ambraseys et al. (1996) model (AMB96) and Sabetta and Pugliese (1987) model (SP87) 

The ground-motion predictive equation proposed by Ambraseys et al. (1996) is the following
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where b1 is the coefficient controlling the magnitude dependence, c1 describes exponent in the distance dependent amplitude decay, c3 stands for inelastic attenuation. h is an additional parameter that is sometimes addressed to as “pseudo depth (km)”and incorporates all the factors that tend to limit or reduce motion near the source (Joyner and Boore 1981). Introducing h in equation (4) we obtain an almost constant value of peak ground motion in the vicinity of the epicenter. Si indicates the soil conditions, with i standing for the soil classes A, B, C, D defined in EC8 building code. The Si variables of Boolean type are set to 1 if the corresponding soil class is met at a site, whereas the Si for all other classes is 0. For instance, given a site corresponding to soil class “C”, S(i=C) is set to 1, whereas the S(i≠C) are 0. In seismic codes the amplification factors are used in order to account for effects due to the presence of a certain soil type at a site. In building codes soil amplification factors are assumed to be > 1 for all sites not being “A” i.e. hard-rock. Thus, from intuition, we should expect positive coefficients ei introducing amplification for all non hard rock soils. 
The coefficients of our model were estimated applying the non-linear least-squares (NLLS) Marquardt-Levenberg algorithm (Press et al. 1992) separately to the two event groups by using the algorithm implemented in the MATLAB code. The coefficients of the model are computed by using an iterative least squares estimation, with specified initial values. In particular, we tested different starting models in order to evaluate their effects on the solution, and at the same time, to select those values towards which the several inversions converged. 

The values of c3 proved very close to zero (on the whole from -0.0015 to -0.000007 and 0.00022 to 0.0054), suggesting that we can omit them and focus solely on the logarithm term. In doing so, the AMB96 becomes equivalent to SP87, whose functional form is formulated as follows 
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The regression coefficients and their 95% confidence interval for PGAs and PGVs are reported in Table 3. Some preliminary observations can be made on these results. A first difference between the two data sets is in the parameter a, which are higher for the group DE. The deep events tend to be richer in high frequencies and therefore have higher peak ground values (both PGAs and PGVs) for a given magnitude and distance than shallow ones (SE). Parameter h is greater for DE than for SE. This is no surprise since focal depth is one of the parameters leading to a flattening of GMPE decay at short epicentral distance. 
The site correction coefficients prove to be more important for shallow events than for deeper ones. The negative signs encountered for C-sites, in both event groups, are somewhat unexpected, as they mean attenuation instead of amplification of amplitudes for this of type of soil. However, the number of records at stations with “C” soil condition is very limited (a total of 42 and 77 data for SE and DE, respectively), so the coefficient eC is not well-constrained from a statistical point of view. We decided to remove records at those sites from the dataset and to perform a new non-linear least-squares regression analysis. 
The regression coefficients and their 95% confidence interval for PGAs and PGVs are reported in Table A (see the section Appendices). Besides 95% confidence intervals, we also report the standard deviation obtained trough the bootstrap analysis (Efron and Tibshirani 1994). We thus bypass problems in estimating uncertainties of model parameters obtained in non-linear inversion, which is based on the Jacobian matrix (see Aster et al. 2005, p. 177 ff). The bootstrap procedures have the advantage of being applicable without a-priori knowledge of the distribution of the underlying parent population. The method consists in creating new data sets by drawing samples randomly from an existing sample set, following a scheme known as “sampling with replacement”, that is, a chosen element of the data set is not withdrawn and can be selected repeatedly. Among others, we point out the following advantages of resampling methods over more conventional ones (see for example, Hesterberg et al. 2003).

(1) Fewer assumptions: for instance, resampling methods do not require a priori assumptions on the distribution of the underlying parent population.

(2) Generality: resampling methods are similar for a wide range of statistics, and do not require analytic expressions for each statistic. They can be applied to a large variety of inversion schemes, such as the inversion of seismic velocity models (see, e.g. Langer et al. 2007).

(3) Immediate understanding of the concepts of resampling methods since they are formally simple.

(4) Resampling methods have proven to give results that are coherent with statistics for which the analytical solutions are known.

Here, we apply the Bootstrap method to our non-linear regression models, in particular in order to assess the stability of estimated regression coefficients. We resampled our data set 1000 times and applied the same regression models as before. Each application gives a different set of regression coefficients and we calculate the statistics over our 1000 sets of coefficients. From the results reported in Table 1A, some evident differences between model parameters of DE and SE can be recognized. Again, the coefficient a is generally higher for DE than for SE, whereas the magnitude dependence is approximately of the same order in both groups of events and ranges overall from 0.691 to 1.001. Slight differences among the two groups are noted with respect to c1, i.e., in the distance dependent decay of peak ground motion parameters. The parameter h is definitely higher for the DE, reflecting their greater focal depth, while the site amplification proves less important and even negative values are encountered for this group. Averages of ground motion parameters found with the bootstrap are close to those encountered directly from the NNLS. We refrained from taking 95% intervals from the bootstrap, as this analysis may become unreliable at the tails of a distribution. From the standard deviation calculated with the bootstrap, we may surmise that our estimates are fairly stable, and the 95% confidence interval obtained from the non-linear regression overestimates the uncertainties. 
In Table 1A, we also report the results obtained for the vertical ground motion parameters. Generally, they follow the same trends as the parameters for horizontal peak ground motion. Shallow events have lower coeffcient a than DE, and coefficients controlling magnitude dependence are similar to those noticed for horizontal GMP. Slight differences are noticed for the coefficient a and distance dependence of PGV within the DE group: thecoefficient a is higher for vertical PGA and PGV than for horizontal PGA and PGV, while vertical PGV decays more rapidly than horizontal PGV. 

b) Boore and Atkinson (2008) model (BA2008) 

The model proposed by Boore and Atkinson (2008) (see also Bindi et al. 2011) allows accounting for differing tendencies observed for events with small and larger magnitude. In particular, the distance dependence function fD(R,M) is given by the equation 

[image: image9.wmf][

]

(

)

(

)

ref

ep

ref

ep

ref

D

R

h

R

c

R

h

R

Log

M

M

c

c

M

R

f

-

+

+

+

-

+

=

2

2

3

2

2

2

1

/

)

(

)

,

(


(6)
where Mref is a reference magnitude to which the magnitude dependence of geometric spreading is referenced, Rep is the epicentral distance (km), Rref is reference distance at which the near source predictions are pegged, and h is still the pseudo depth. The multiplier of the logarithmic distance term accounts for the magnitude-dependent ground motion decay and controls the saturation of high-frequency ground motions at short distances, as well (Abrahamson and Silva 1997). As a consequence, the decay of ground motion parameters with distance is steeper for small magnitudes – which mirrors the observations mentioned above.

The selection of Mref and Rref values is arbitrary and simply a matter of convenience (Boore and Atkinson 2008). For Mref we choose the values 3.6 and 3.0 for the SE and DE, respectively, which are the mode values in the two groups of data. For Rref we use the value of 1 km (Boore and Atkinson 2008). Boore and Atkinson (2008) used the Joyner-Boore distance RJB, which is suitable for extended source with known geometrical characteristics. More recently, Convertito et al. (2013) estimated the linear relation between the RJB and Rep for earthquakes with magnitude between 5 and 8. Considering five classes of magnitude, the authors clearly shown that the difference between the two distances decreases with decreasing magnitude, and that for M < 6 events the shortest distances to the surface projection of the fault have the tendency to approximate the epicentral distance, in agreement with the finding by Boore and Atkinson (2008). Therefore, we shall use the epicentral distance as an equivalent measure in our study.


The equation we used to perform the regression is a simplified form of the model adopted by Boore and Atkinson (2008). In the equation proposed by the authors, for the function fM(M) appears the so-called “hinge magnitude (Mh)”, namely the magnitude at which the magnitude scaling from quadratic (for M ≤ Mh) becomes linear (for M > Mh). Since the range of magnitudes we investigated includes only low M values, we omitted it from our equation for predicting ground motion and consequently, our magnitude scaling is quadratic. Moreover, Boore and Atkinson (2008) consider the fault type (unspecified, strike-slip, normal-slip, and reverse-slip fault type) by introducing dummy variables to specify it. Unfortunately, the source mechanism of our sources is often not known or uncertain. Then, our fM(M) function is given by the equation
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where M is the local magnitude. Note that if b2 is negative we have a decreasing dependence on magnitude as this grows. 
The last difference concerns the site amplification. Here we considered the formalism used in ITA08 (Bindi et al. 2010), with fs given by
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where Si indicates the soil conditions, with i standing for the soil classes A, B, C, D defined in EC8 building code. To summarize, the final functional form adopted for modeling the attenuation is represented by the following equation
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We again applied the non-linear least-squares Marquardt-Levenberg algorithm (Press et al. 1992) following the approach by Frisenda et al. (2005). That is, we first determined the coefficients a, b1, b2, c1, c2, c3, and h without considering the soil class. Their values were then used as initial model parameters for the second step, where the site geology had been taken into account as well, and all the parameters were re-estimated. 

The regression coefficients and the 95% confidence limits for each of them are given in Table A2 for PGA and PGV. We also report standard deviations of model parameters obtained from the bootstrap, which we used to determine the uncertainty in the values of the model parameters. We note that the confidence intervals of the coefficients are considerably higher with respect to those estimated for the SP87/AMB96 model (equation 5), while the total errors T are slightly lower (0.390-0.399 compared to 0.393-0.402 for the horizontal PGA for the SP87/AMB96 mod). Moreover, it is evident that the offset parameter, a, is higher for the DE than for the SE; this is consistent with the results obtained for the SP87/AMB96 model. Magnitude dependence is somewhat trickier to understand as we have both the linear and quadratic term. In the DE the negative linear dependence (b1) is compensated by a higher positive quadratic dependence (b2). On the whole, it can be seen that the predicted PGAs and PGVs (both horizontal and vertical) of SE and DE converge as magnitudes increase. Parameter h is still larger for DE than for the shallow ones. The coefficients c1 and c2 reveal that the decay of peak ground acceleration and velocity is essentially independent on magnitude for SE, whereas for DE the decay tends to be steeper for small events. Finally, the coefficient c3, that describes the inelastic attenuation, is not significantly different from zero in all cases and does not evidence differences between shallow and deep earthquakes. 
The mean values obtained from the bootstrap samples are very close to the ones estimated from the original data set, while the bias of the model parameters is given by the standard deviation from the mean values. Overall, the total standard deviation varies between 0.333 to 0.399 for peak ground acceleration and velocity, values that are in the same order of magnitude as many other predictive equations calibrated for different areas worldwide. 
Response spectra
We applied non-nonlinear regression using the models in equations (5) (SP87/AMB96) and (9) (BA2008) to 5% damped spectral acceleration (PSA), considering 28 frequency values from 0.1 to 10 Hz and taking the geometric mean of horizontal components. The regression coefficients for the PSAs are listed in Tables A3 (a and b) and A4 (a and b) in the Appendix A. Comparing the results obtained for the considered models, we can observe some general trends of the coefficients a, b1 and c1. In particular, the constant term a increases with increasing frequency for both SE and DE. This tendency holds in general for the SP87/AMP96 model; for the BA2008 model it holds only for frequencies up to 3 Hz. The results obtained for the magnitude term b1 suggest that the SE show a stronger magnitude dependence of PSA than the DE at all frequencies for the BA2008 model, while the SP87/AMB96 model suggests the same tendency until the frequency equals to 2 Hz; above 2 Hz, b1 is slightly higher for the SE than for the DE. The coefficients related to geometrical spreading term c1 indicate that the SE are more affected by geometric attenuation than the DE at all frequencies. Moreover, whilst no trend with freqeuncy can be observed for the SP87/AMB96 model, the coefficient c1 for the BA2008 model decreases with increasing frequency for both SE and DE until 4.5 Hz. 
Focusing on the BA2008 model, we note that the squared magnitude term b2 is close to zero for the SE, while slightly positive for the DE. The results obtained for the magnitude-dependent geometrical spreading c2 suggest a different behavior for the two groups of events. In particular, the SE are characterized by an increasing coefficient c2 for frequencies ≤1 Hz (from 0.096 at 0.1 Hz to 0.191 at 1 Hz); above 1 Hz it starts decreasing, reaching values close to zero for frequencies ( 2.5 Hz and higher. For the DE, c2 shows ever-increasing values with period. Regarding the inelastic attenuation term c3, no differences are observed in its values between the SE and DE, since both groups have a c3 ca zero. Similarly to the peak ground motion parameters discussed earlier, the site correction terms (eB and eD) are much more important for the SE than for DE. This holds for all frequencies. In particular, for the SE group the site coefficients eB and eD have the largest values for frequencies longer than ca 1 Hz, reaching the maximum values of 0.532 at 1.5 Hz and 0.559 at 2.5 Hz, respectively. On the contrary, excluding the coefficient eD which has values around zero, the coefficient eB for the DE group shows a slightly increasing trend for freqeuncies lower than 1.5 Hz, where eB has a maximum value of 0.151. The coefficient decreases for low frequencies. 
Confidence intervals of estimated coefficients are considerably narrower for the SP87/AMB96 model than for BA2008, whereas total standard deviation values of the two models are comparable (0.333-0.395 and 0.342-0.392 for SE and DE and SP87/AMB98 compared to 0.331-0.392 and 0.339-0.389 for SE and DE and BA2008).
Analysis of residuals and variance
We performed residual analysis in order to check whether the regression models are valid to explain as much variation as possible in the dependent variable, assuming that the random error is uniquely distributed over the data set. This analysis allows identifying patterns that are poorly fit as they may be affected by a systematic error, introducing a bias to the estimated coefficients of the model. Ideally, all residuals should be small and unstructured, and the regression analysis has been successful in explaining the essential part of the variation of the dependent variable. If however the residuals exhibit a structure or present any special aspect that does not seem random, then the validity of regression is questionable. 
Here we discuss only the results of the residual analysis obtained for horizontal PGAs. The essentials, however, are representative of the other peak ground motion parameters, as well (see figures in Appendix B). The plots of the distribution of the residuals with respect to the epicentral distance and magnitude are shown in Figure 5 (a, b). The residuals for BA2008 and SP87/AMB96 models do not show any significant trends in magnitude and epicentral distance, suggesting that the residuals are uncorrelated to two independent variables. Moreover, observing the histograms in the figure, we can see that the residuals seem to follow a Gaussian normal distribution. In order to validate this observation, we performed the Lilliefors test (Lilliefors, 1967, 1969) that is a normality test based on the Kolmogorov-Smirnov test. In particular, it tests whether a sample is from a normal population when the mean and variance are not specified (but must be estimated from the sample), against the alternative that the underlying distribution is not normal. Performing the Lilliefors test, we find that the null hypothesis “the residual comes from a normally distributed population” cannot be rejected at the 5% and 1% significance level for all the peak ground motion measurements of SE and DE, respectively, and for the two investigated attenuation models. 
We estimated the inter-group (inter-event and inter-station) and the intra-group (intra-event and intra-station) variance - understood here in terms of mean square errors - for each attenuation model, by applying Fisher’s “Analysis Of Variance” (ANOVA, see e.g. Fischer, 1990). ANOVA is a set of statistical techniques developed to analyze the differences between group means and identify factors that influence a given data set. In our specific case we replace the term “group” by “event” and “station”. The “group means” are understood as given by the predictions of the regression obtained for each event or station. The inter-group variance here becomes the deviation of predictions for the single groups compared to the predictions obtained with the global model. At the same time, the prediction values by regression models estimated within the groups are themselves affected by error. This error is addressed to as “within” or “intra-group” variance.  Separating the total variance into the variance within each group of data (“within variance”) and the variance among the groups (“inter variance”) allows investigating the relative influence of event-specific and site-specific effects on the observed variability (T) in ground motion (see Douglas and Gehl 2008). Summarizing, the single components of the variance are the following:

· inter-event (eve) variability: this can be interpreted as the variability of ground-motion resulting from event-specific factors that have not been included in the predictive model (e.g. style-of-faulting). 
· intra-event (intraeve) variability: this could indicate that the site effects are poorly modelled by the adopted ground-motion model, although spatial variability of ground motion can be caused by directional source effects as well. 
· inter-station (sta) variability: this may be interpreted as the variability of ground motion resulting from site-specific factors (e.g. randomness in the site amplification for a given site class or a given value of VS,30) poorly modelled or not modelled at all in the predictive model.
· intra-station (intrasta) variability: this indicates that several factors contribute to the uncertainty, such as unmodelled site-effects (e.g. source-to-site relative location).
Figure 6 shows the values of the total standard deviation (T) for the peak ground motion parameters (PGAh, PGAv, PGVh, PGVv) and the spectral accelerations (SA), as well as the inter-group components eve and sta for both the BA2008 and SP87/AMB96 models. We observe that, in general, the inter-station variability is larger than the inter-events component for both models and both groups of events, suggesting that the local site effects are the main source of ground-motion variability for our data. This holds for the spectral acceleration as well, even though the DE show a small difference in the two components of variability with respect to the shallow events (SE), which have similareve and sta values only for frequencies lower than about 0.2 Hz and highter than about 3.0 Hz. The inter-station variability, sta, is thus controlling the total variability rather than the intra-event variability, intraeve. Moreover, compared to DE, the SE show a larger inter-event variability than the intra-events for both horizontal and vertical PGA, suggesting that there is a certain statistical variability between the events belonging to this group. Finally, looking at the spectral acceleration (Figure 6b) we may note that, for both attenuation models, the inter-station variability has a stronger effect on the total standard deviation for the SE than for the DE.
In discussing the inter-event and the inter-station variability, we will focus on the results obtained for the PGAh values, since these are also representative of other peak ground motion measurements. The residual distribution analysis allows identifying earthquakes and stations with significant deviation from the average, owing to marked under or overestimation of the predictions. Figure 7 shows the comparison between the inter-events variability distribution obtained for SP87/AMB96 and BA2008 models. As shown in the figure, more than 70% of the inter-event error values are in the -0.2 to 0.2 range, irrespective of the attenuation model and the group of events considered, and only in a few cases are the errors higher. The event with identification number (ID) 32 within the SE group is characterized by a large underestimation of predicted values by both attenuation models. The underestimation of peak ground parameters for this outlier event could be attributed to its focal depth (4.5 km), which is the deepest of the SE group. In fact, more than 92% of the shallow events have focal depths less than 2 km. 

The inter-station errors for horizontal PGA are shown in Figure 8. For each station the inter-station error takes a specific value that accounts for the variability of the predicted values by the attenuation models for different events at the same station. Most stations (~ 70%) show inter-station residuals in the range ±0.3 and only ca 10% have absolute value larger than 0.4, for both the considered attenuation models. However, we note that the stations with higher residuals are those located outside the province of Catania (see Figs. 1 and 8). It should be remembered that the assignment of EC soil classes for these stations is based on generic geological information from the geo-lithological map of Sicily, which is less reliable than the more detailed information provided by Gresta and Langer (2002) for the province of Catania. Additionally, since these stations are located outside the volcanic area of Mount Etna, epicenter distances are greater on average for these sites, entailing a larger degree of variability of wave propagation effects (see Table 4). 
Discussion 
We have applied two different attenuation models of empirical GMPEs: the more complex Boore and Atkinson (2008) model (BA2008) (eqs. 6-9), and a simpler one following the formalism proposed by Sabetta and Pugliese (1987, 1996) and Ambraseys et al. (1996) (SP87/AMB96) (eqs. 4-5). We focus on three EC8 soil classes, that is A, B and D, leaving out C for the paucity of records available for this soil class. The BA2008 model has nine coefficients, whereas the SP87/AMB96 uses six coefficients. In both models, three coefficients are related to soil classification. 
In theory, the BA2008 model allows for a non-linear dependence on magnitude of the ground motion parameter: for instance, it can be stronger for small magnitudes, and saturating for larger ones. In an ideal case it should provide a unified formulation that is valid for a wide magnitude range. On the contrary, simple models use only one fixed coefficient for linear magnitude dependence. Indeed, the relations reported in the literature yield a heavier dependence of GMP on magnitudes for small events (see Frisenda et al. 2005; Massa et al. 2007; Emolo et al. 2011) than for stronger events considered by Ambraseys et al. (1996) and Sabetta and Pugliese (1987). At first glance, this would seem a shortcoming of the simple relations. However, looking at the results obtained for our data some doubts arise. In order to mimic stronger magnitude dependence for small events (and a weaker dependence for larger events), by using the BA2008 model one should expect a negative coefficient for the quadratic magnitude term (b2 in the eq. 9). This is not the case, neither for the SE nor for DE. One of the reasons for this observation is the magnitude range characterizing our data set, which spans from 3 to 4.8 (only 1.8 units) and therefore too small to allow a stable estimation of higher order magnitude dependency. Besides, the frequency of events decreases with magnitude, limiting their contribution to the total error of the regression.
The BA2008 model, at least as concerns DE, predicts a less steep decay of ground motion with distance of larger events compared to smaller ones. This is evident from coefficients c1 and c2 which are of opposite sign for DE. This tendency is expected by comparing the aforementioned GMPEs for small and larger earthquakes. Note, however, that SE behave differently as both c1 and c2 are positive.

On the whole, tendencies of magnitude dependence of ground motion parameters and decay with distance reported in the literature only show up to a very limited degree, if at all, in the data sets considered in this study. This raises the question whether the use of a rather complex model, such as BA2008, can be justified compared to simpler approaches such as SP87/AMB96. A key parameter for the question is the overall misfit, RMSE (Root Means Square Error). Following the well-known concept of “Occam’s razor”, we would prefer a simple rather than complicated model unless the latter reveals a significant improvement in the goodness of fit. 

Statistical tests

Since both RMSE and the determination coefficient, R2, of the simplified SP87/AMB96 model are so close to those of the BA2008 one, we carried out a series of diagnostics to check whether we can reduce the number of parameters without losing important information. First of all, from an F-test we tested the significance of the reduction in variance using the BA2008 model (with a number of parameters, k, equal to 9) with respect to the SP87/AMB96 model (with k=6). As shown in Table 5, the F-test indicates that the reduction in variance – albeit small – is significant on the 95% level for all PGM parameters and for both groups of events. Note that with the F-test we test against a Null-hypothesis, i. e., checking whether the improvement in the goodness of fit is a mere random phenomenon. This hypothesis is rejected for peak ground accelerations and velocities, for both groups of events. On the other hand, the test does not answer the question whether the gain in the goodness of fit – rather small, after all - justifies a more complex model with all its drawbacks, such as the large confidence intervals of the estimated coefficients as well as difficulties in interpreting how the controlling factors, such as magnitude, distance and depth influence the prediction. In the literature, the use of the Akaike Information criterion (AIC) or the Bayesian Information Criterion (BIC) (Burnham and Anderson 2004) is reported as a diagnostics in this context. The AIC and BIC, assuming that errors of the fit are Gaussian, are given by
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where N is the number of samples, MSE is the mean squared error, and k the number of coefficients. AIC and BIC are two of the most common methods used to choose the degree of the model. The one for which the lowest value is obtained is generally chosen. In our case, AIC favors the BA2008 model (see Table 6). In the literature, however, the AIC has been criticized as being too tolerant (see Kadane and Lazar 2004) so the BIC may be preferred. For DE group, the BIC favors again the BA2008 model, whereas it prefers the simple model (with a difference of ca 30 points) for the SE group.
Confidence interval of prediction

Further aspects coming hand in hand with the complexity of models are the confidence intervals of predicted values. Whereas mean square errors /goodness-of-fit give a global measure for the quality of a fit, the analysis of confidence intervals allows discerning ranges where predictions are stable and where the risk of instability is enhanced. Again, we discuss the problem by comparing the two models, i. e., the SP87/AMB96 with six degrees of freedom and the BA2008 with nine degrees of freedom. In regression analysis we consider 

a) the sample confidence interval of a regression is given by 

Conf [y(xp)] = ±t(α) × RMSE [1/N + xpT (XXT)-1xp]1/2

(11a)

b) the confidence interval of the prediction of a new sample, which reads as

Conf [y(xp)] = ±t(α) × RMSE [1+ 1/N + xpT (XXT)-1xp]1/2

(11b)

Here xp is the vector for which we wish to predict y, X the data matrix, and t(α) the value of a t-distribution taken at a level of α (such as 68%, 95%, etc.) for N-k degrees of freedom. The XXT is conventionally obtained from the dispersion matrix of the data; in non-linear inversion schemes an equivalent to this can be obtained from the Jacobian matrix. The results discussed here were obtained, as mentioned above, by using standard routines in the Statistical MATLAB™ Toolbox and we refer the interested reader to the corresponding documentation. The sample confidence intervals (using eq. 11a, and α=95%) shown in Figure 9a have their minima around 50 km and show a moderate tendency to broaden towards the extremes. For small to moderate distances, a similar behavior is noticed when using the full model (that is BA2008). However, in Figure 9a we clearly recognize the risk with extrapolation. For greater distances, i. e., towards the largest ones covered by the data set, 90-100 km, the confidence intervals broaden in a dramatic way. The simpler SP87/AMB96 model, on the other hand, is less sensitive to this problem, with confidence intervals showing only a modest increase for large distances. For the estimation of ground motion of new events, i.e., not belonging to the data set used during the regression, the confidence intervals of the prediction (see eq. 11b) may be of interest. In Figure 9b, we again compare the full model (BA2008) with the simplified one (SP87/AMB96). In the prediction error the width of the confidence range is widely controlled by the misfit RMSE, especially for large n. Nonetheless, in the BA2008 model there is a tendency of the confidence to spread for distances greater than 90 - 100 km, especially for the SE. We therefore confirm our observation that the BA2008 model bears considerable risks when used at the margin of the range covered by our observational data.

Cross Validation
In the analysis above we have applied bootstrap resampling in order to obtain an independent measure on the stability of estimating the coefficients of our regression. It should be remembered here that in the bootstrap new data sets are created by resampling the original one with a replacement, which is a chosen sample not withdrawn and can be sampled repeatedly. This implies that during a bootstrap cycle a number of samples will never be selected, and therefore not used for the estimation of our coefficients. We set these samples aside and use them in a scheme, commonly known as “Cross Validation”. Cross validation is a diagnostics for problems of so-called over-fitting, i.e., a model fits overly well a training data set, that is the one used for the identification of model parameters, but loses performance when applied to new data – here a test or validation set of data - even though these belong to the same parent population as the training data set. In extreme cases a model with too many degrees of freedom fits even the random error and becomes unstable when applied to the test set. For the diagnostics we use the data set aside during the bootstrap, which was not used in regression. For large data sets, the number of elements discarded during resampling converges to Ne-1 (N being the total number of elements in a set and e is Euler’s number), that is our test set has about 37 per cent of the total number of samples (cf. Hastie et al. 2001). 

Consider again the SP87/AMB96 and the BA2008 models, which are the two extremes with respect to model complexity (with six and nine parameters, respectively). The overall misfits of the bootstrapped data sets (or training sets) are typically somewhat lower than the ones obtained for the original ones (see Table 7). This is not surprising as only ca. 63% percent of the original data appears in the resampled sets. The predictive accuracy of a model can be measured by the RMSE on the test set. This is generally higher than the RMSE on the training set because the test data were not used for estimation. The values of RMSE reported in Table 7 suggest that for the group of deeper events (DE), the BA2008 model gives on average a slightly better fit than SP87/AMB96 model. The SP87/AMB96 model outperforms the full model (BA2008) for the SE or leads to RMSE values for the test sets comparable. The cross-validation confirms the findings applying the BIC (see above), which favored the SP87/AMB96 for the shallow events but assigned a somewhat better performance of the BA2008 model when the group of deeper events is considered. The better stability of model parameters for the deeper events is a consequence of the greater number of ground motion data available for this set. Besides, we have a somewhat larger magnitude range, which helps better constrain parameters related to magnitude dependence. 

Comparison with ITA10
In Figure 9, we report the predictions from the GMPEs recently derived for Italy by Bindi et al. (2011), known as ITA10. ITA10 was derived taking into account the geometrical mean of the horizontal components of ground motion (as in this study), considering the magnitude range 4-6.9 and distances between 0.1 km and 200 km. ITA10 represents an update of the previous GMPE established for Italy by Bindi et al. (2010) (known as ITA08), including the recordings of the L’Aquila seismic sequence in 2009. To derive their GMPE, Bindi et al. (2011) adopted a functional form altogether very similar to that by Boore and Atkinson (2008). Therefore, we compare our GMPE obtained with the BA2008 model to the predictions from the ITA10. 
For the SE, the comparison of Figure 9 with ITA10 up to 100 km indicates that the match of ITA10 predictions and our observations is poor, for both horizontal and vertical PGAs. With few exceptions, ITA10 predictions heavily overestimate the observed peak values. As shown in Figures 10a and 11a, the values predicted by our GMPEs and ITA10 are comparable only at distances less than about 5 km. This holds for all the EC8 soil classes considered here in the case of horizontal PGAs, and for soil class A in the case of vertical PGAs. For soil classes B and D, at short distances our GMPEs predict higher vertical PGA than ITA10. Lower differences within the predicted peak ground parameters are found when we consider the horizontal and vertical PGV values (Figures 10b and 11b), even though our GMPEs predict, in general, lower horizontal PGV values than ITA10. Conversely, for the vertical component of PGV, ITA10 predicts lower peak ground values than ours at short distances. This holds again for all the soil classes.
For the deep events, the mean predictions of peak ground parameters by ITA10 (PGAs and PGVs, both horizontal and vertical) are higher than our GMPEs, in the whole investigated range of distance. The main differences are especially observed when we consider the horizontal PGAs and PGVs and soil classes B and C. Moreover, except for vertical PGAs, our GMPEs show weaker attenuation with distance than ITA10. 
Conclusions
Ground-motion prediction equations were derived for the volcanic area of Mt. Etna. The data set, recorded by the permanent broad band seismic network of INGV OE from 2006 to 2012, covers a magnitude range of 3.0 ≤ ML ≤ 4.8, whereas the epicentral distances considered in this study range from 0.5 to 100 km. At Mt. Etna, there are two different seismotectonic regimes: (i) shallow volcano-tectonic earthquakes, closely related to the dynamics of the volcano and flank movement (ii) classic tectonic earthquakes occurring in the context of the regional dynamics. The deeper earthquakes, with focal depth greater than 5 km have typically more higher frequencies than the shallow ones. This difference is clearly reflected in the relations to estimate ground motion parameters (GMPE). 

The GMPE relations were computed by applying a non-linear Marquardt-Levenberg inversion scheme. We considered formulations of different complexity: (i) the formulation proposed by Sabetta and Pugliese (1987) and Ambraseys et al. (1996) (SP87/AMB96 model), and (ii) and the formulation proposed by Boore and Atkinson (2008) (BA2008 model). In particular, formulations like this latter allow for a non-linear dependence of ground motion on magnitude and distance. Such behavior is expected comparing the relations found for data covering different magnitude ranges. On the other hand, the higher degree of complexity brings the risk of instability when applied to data at the margins or beyond the ranges covered by the observations.
In our two data sets, the BA2008 model gave a slightly better fit in terms of global RMS error than the SP87/AMB96. From a statistical F-test, the differences between models, though small, proved as significant, i.e., not a mere random phenomenon. A more critical verification of the pros and cons of the models is achieved with information criteria (AIC, Akaike Information Criterion, and BIC, Bayesian Information Criterion), which introduce penalties that increase with the number of coefficients of a model. In this context, the BA2008 model appears questionable for the shallow events, in particular when applying the BIC. Conversely, for deeper events the BA2008 model performs better than the simplest formulation SP87/AMB96. 

Confidence intervals of coefficients and predictions were obtained for both models. In order to bypass the a-priori assumption of a distribution, we also carried out a bootstrap analysis. The confidence intervals of coefficients for the BA2008 proved rather high, typically over 100% of the coefficients mean values, whereas the uncertainties of the coefficients are far less for the simple SP87/AMB96 formalism. The confidence intervals of prediction reveal instability of the BA2008 model at the margins of the range covered by the observations. This is evident for the shallow events, whereas BA2008 behaves well for the group of deeper events. We confirm our findings by applying cross validation, where only a part of the data is used to estimate model parameters, and the remaining part is used for test purposes. For shallow events, in most of the estimated ground motion parameters, SP87/AMB96 outperforms the BA2008, whereas BA2008 gives, better results than SP87/AMB96 when the DE group is considered.

ANOVA analysis is performed in order to understand the origin of errors. In our case, we focus on intra- and inter-event variances, and intra- and inter- station variances. We found that inter-station variability plays a major role, whereas the inter-event variance is limited. We conclude that the models have limits with respect to site effects, whereas source effects are accounted for fairly well. Part of the uncertainties with respect to site effects is caused by the very generic knowledge of geotechnical parameters for stations outside the Catania province. Residuals obtained for stations inside the Catania province are on average lower than those obtained outside this area.
The results of this study show remarkable differences to the ITA10 GMPEs and highlight the peculiarity of volcanic area of Mt. Etna from a seismotectonic point of view. The most conspicuous differences refer to the magnitude dependence of ground motion parameters, but also to coefficients which take the decay with distance into account. Therefore, despite the high quality of data both with respect to number of records and instrumental characteristics, the discrepancy of our results compared to other relations, such as ITA10, remains unresolved. The application of more complex formalisms like the one proposed by Boore and Atkinson (2008) does not solve the problem, rather brings the risk of instability of prediction in the marginal ranges covered by the observations. Finally, the mere extrapolation of our relations to magnitudes (for instance above 4.5) and distances (greater than 100 km) not covered by the data set must be avoided, since this typically leads to erroneous estimates of the ground-shaking parameters.
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Figure captions 

Figure 1 – Map of study area. The area of the Catania province is delimited by the gray line. Triangles represent the stations of the RSPSO (blue and gray triangles, seismic stations inside and outside the volcanic area of Mt. Etna, respectively). White stars, epicenter locations of the Shallow Events (SE); black stars, epicenter locations of the Deep Events (DE). 
Figure 2 – Typical waveforms of shallow (SE) and deep events (DE) at Mt. Etna. 

Figure 3 – Distribution of local magnitude (ML) vs. epicentral distance of our starting data set for the groups of (a) shallow (SE) and (b) deep events (DE). The grey boxes include tha data actually used for the analyses. 
Figure 4 - Statistical characteristics of our data set. (a) Distribution of number of data as a function of local magnitude (ML); (b) number of data as a function of EC8 soil class.

Figure 5 – Residuals of logarithm of horizontal PGA (a) for shallow and (b) deep events. In the upper panels, histograms of the number of data grouped according to the Log(PGAh) residuals for the BA2008 and SP87/AMB96 models. In the middle and lower panels, distributions of the Log(PGAh) residuals as a function of epicentral distance and magnitude, respectively.

Figure 6 – (a) Inter-event (eve, black diamonds), inter-station (sta, circles), and intra-event (intraeve, white diamonds) variability of errors compared to total error (T, asterisks) for peak ground motion parameters PGAh, PGAv, PGVh, PGVv (b) and spectral acceleration (PSA). SE and DE stand for shallow and deep events, respectively.

Figure 7 – Inter-event distribution of errors for PGAh obtained with (a) the SP87/AMB96 and (b) the BA2008 models, for both shallow (SE) and deep (DE) events. 

Figure 8 – Inter-station distribution of errors for PGAh obtained with (a) the SP87/AMB96 and (b) the BA2008 models, for both shallow (SE) and deep (DE) events. Red circles indicate the stations characterized by just one PGAh value inside the SE group. 
Figure 9 – Mean PGAh (continuous lines) and 95% confidence intervals (dashed line) predicted for ML=4 earthquake and soil class A through the GMPEs obtained for the SE and DE, by applying the BA2008 and SP87/AMB96 models. (a) Confidence intervals computed through the eq. 11a and (b) through the eq. 11b. The gray circles indicate all the observed horizontal PGA in the range of magnitude 3.9-4.1 for soil class A. The gray lines refer to ITA10 GMPE (Bindi et al. 2011).
Figure 10 –Comparison of the attenuation curves ITA10 developed by Bindi et al. (2011) with the ones from this study for horizontal (a) PGA and (b) PGV and magnitude 4.3. The gray and black circles refer to all the observations available in our data set for ML=4.3. 
Figure 11 –Comparison of the attenuation curves ITA10 developed by Bindi et al. (2011) with the ones from this study for vertical (a) PGA and (b) PGV and magnitude 4.3. The gray and black circles refer to all the observations available in our data set for ML=4.3. 

Appendices

APPENDIX A

	Table A1 - The same as Table 3 but without considering the data from stations with C-soil class. Mean Bootstrap and St.Dev. Bootstrap are the mean value and the standard deviation of each coefficient, respectively, estimated by applying the bootstrap technique (see text for details). R2 is the determination coefficient.

	Shallow Events (SE)

	 
	a
	b1 
	c1 
	h 
	eB 
	eD 
	R2
	eve
	sta
	T

	PGAh (cm/s2) 
	-1.186
	0.726
	-1.719
	1.551
	0.357
	0.376
	0.854
	0.223
	0.229
	0.393

	CI95
	-1.543
	0.656
	-1.845
	0.706
	0.259
	0.243
	RMSE 

	
	-0.828
	0.796
	-1.593
	2.396
	0.455
	0.510
	0.393

	Mean Bootstrap
	-1.185
	0.727
	-1.720
	1.214
	0.354
	0.372
	
	
	
	

	St.Dev. Bootstrap
	0.169
	0.033
	0.060
	1.003
	0.055
	0.062
	 
	 
	 
	 

	PGAv (cm/s2)
	-1.110
	0.691
	-1.749
	1.245
	0.338
	0.430
	0.857
	0.230
	0.218
	0.393

	CI95
	-1.459
	0.621
	-1.868
	0.462
	0.242
	0.299
	RMSE

	
	-0.761
	0.761
	-1.630
	2.029
	0.434
	0.562
	0.394

	Mean Bootstrap
	-1.111
	0.692
	-1.749
	1.260
	0.339
	0.430
	
	
	
	

	St.Dev. Bootstrap
	0.168
	0.034
	0.061
	0.151
	0.055
	0.064
	 
	 
	 
	 

	PGVh (cm/s)
	-3.511
	0.989
	-1.536
	2.563
	0.443
	0.404
	0.875
	0.150
	0.231
	0.344

	CI95
	-3.852
	0.927
	-1.666
	1.544
	0.352
	0.281
	RMSE

	
	-3.171
	1.050
	-1.406
	3.582
	0.535
	0.528
	0.345

	Mean Bootstrap
	-3.510
	0.989
	-1.538
	2.561
	0.444
	0.404
	
	
	
	

	St.Dev. Bootstrap
	0.165
	0.030
	0.063
	0.381
	0.051
	0.055
	 
	 
	 
	 

	PGVv (cm/s)
	-3.774
	1.001
	-1.451
	1.957
	0.482
	0.466
	0.880
	0.155
	0.212
	0.334

	CI95
	-4.089
	0.941
	-1.566
	1.031
	0.396
	0.349
	RMSE

	
	-3.459
	1.060
	-1.336
	2.882
	0.567
	0.582
	0.334

	Mean Bootstrap
	-3.758
	0.999
	-1.455
	1.945
	0.478
	0.461
	
	
	
	

	St.Dev. Bootstrap
	0.159
	0.030
	0.058
	0.452
	0.047
	0.051
	 
	 
	 
	 

	Deep Events (DE)

	PGAh (cm/s2) 
	-0.377
	0.765
	-1.824
	9.527
	-0.202
	0.004
	0.704
	0.162
	0.277
	0.402

	CI95
	-0.818
	0.725
	-2.049
	7.295
	-0.296
	-0.121
	RMSE

	
	0.065
	0.805
	-1.600
	11.759
	-0.109
	0.129
	0.403

	Mean Bootstrap
	-0.342
	0.765
	-1.843
	7.109
	-0.207
	-0.002
	
	
	
	

	St.Dev. Bootstrap
	0.291
	0.019
	0.154
	6.700
	0.058
	0.068
	 
	 
	 
	 

	PGAv (cm/s2)
	-0.070
	0.739
	-1.987
	10.179
	-0.238
	-0.020
	0.727
	0.158
	0.249
	0.390

	CI95
	-0.513
	0.700
	-2.213
	8.076
	-0.328
	-0.142
	RMSE

	
	0.373
	0.778
	-1.762
	12.282
	-0.147
	0.102
	0.390

	Mean Bootstrap
	-0.048
	0.740
	-2.000
	8.469
	-0.240
	-0.021
	
	
	
	

	St.Dev. Bootstrap
	0.296
	0.018
	0.155
	5.952
	0.058
	0.067
	 
	 
	 
	 

	PGVh (cm/s)
	-2.938
	0.840
	-1.357
	7.286
	-0.014
	0.085
	0.732
	0.163
	0.234
	0.363

	CI95
	-3.287
	0.803
	-1.532
	5.101
	-0.097
	-0.027
	RMSE

	
	-2.589
	0.876
	-1.181
	9.471
	0.068
	0.196
	0.363

	Mean Bootstrap
	-2.934
	0.840
	-1.360
	7.255
	-0.012
	0.087
	
	
	
	

	St.Dev. Bootstrap
	0.236
	0.017
	0.121
	1.882
	0.047
	0.057
	 
	 
	 
	 

	PGVv (cm/s)
	-2.475
	0.814
	-1.620
	9.739
	-0.055
	0.072
	0.765
	0.170
	0.200
	0.345

	CI95
	-2.858
	0.779
	-1.815
	7.542
	-0.136
	0.036
	RMSE

	
	-2.092
	0.848
	-1.425
	11.937
	0.025
	0.180
	0.345

	Mean Bootstrap
	-2.467
	0.815
	-1.626
	9.783
	-0.056
	0.072
	
	
	
	

	St.Dev. Bootstrap
	0.225
	0.016
	0.115
	1.432
	0.042
	0.052
	 
	 
	 
	 


	Table A2 - Coefficients of equation 9 (Boore and Atkinson's model, BA2008) for the prediction of PGA and PGV, both horizontal (PGAh and PGVh) and vertical (PGAv and PGVv). 

	Shallow Events (SE)

	 
	a
	b1 
	b2
	c1 
	c2
	h 
	c3 
	eB 
	eD 
	R2
	eve
	sta
	T

	PGAh (cm/s2) 
	-0.568
	0.475
	0.037
	-2.054
	-0.015
	2.317
	0.006
	0.452
	0.477
	0.856
	0.222
	0.221
	0.390

	CI95
	-2.854
	-0.750
	-0.133
	-2.313
	-0.175
	1.316
	0.002
	0.340
	0.331
	RMSE

	
	1.717
	1.700
	0.208
	-1.795
	0.146
	3.318
	0.009
	0.564
	0.623
	0.392

	Mean Bootstrap
	-0.607
	0.501
	0.034
	-2.066
	-0.016
	2.342
	0.006
	0.452
	0.476
	
	
	
	

	St.Dev. Bootstrap
	0.996
	0.536
	0.076
	0.129
	0.075
	0.370
	0.002
	0.065
	0.076
	 
	 
	 
	 

	PGAv (cm/s2)
	-0.726
	0.431
	0.055
	-2.012
	-0.095
	1.795
	0.004
	0.413
	0.512
	0.858
	0.227
	0.214
	0.391

	CI95
	-3.004
	-0.797
	-0.117
	-2.244
	-0.253
	0.897
	0.001
	0.301
	0.367
	RMSE

	
	1.551
	1.658
	0.226
	-1.780
	0.063
	2.692
	0.008
	0.525
	0.657
	0.392

	Mean Bootstrap
	-0.724
	0.426
	0.056
	-2.012
	-0.099
	1.789
	0.004
	0.408
	0.505
	
	
	
	

	St.Dev. Bootstrap
	0.995
	0.548
	0.079
	0.111
	0.073
	0.328
	0.002
	0.065
	0.073
	 
	 
	 
	 

	PGVh (cm/s)
	-1.412
	0.085
	0.094
	-1.670
	0.171
	3.056
	0.003
	0.479
	0.441
	0.876
	0.150
	0.229
	0.343

	CI95
	-3.444
	-0.994
	-0.056
	-1.933
	0.026
	1.792
	-0.001
	0.380
	0.312
	RMSE

	
	0.620
	1.163
	0.244
	-1.407
	0.315
	4.321
	0.006
	0.578
	0.571
	0.344

	Mean Bootstrap
	-1.421
	0.090
	0.094
	-1.679
	0.167
	3.074
	0.003
	0.480
	0.441
	
	
	
	

	St.Dev. Bootstrap
	0.940
	0.505
	0.072
	0.134
	0.073
	0.485
	0.002
	0.061
	0.065
	 
	 
	 
	 

	PGVv (cm/s)
	-2.197
	0.286
	0.070
	-1.373
	0.161
	1.769
	-0.001
	0.474
	0.458
	0.880
	0.156
	0.212
	0.333

	CI95
	-4.141
	-0.759
	-0.075
	-1.569
	0.026
	0.698
	-0.004
	0.379
	0.335
	RMSE

	
	-0.253
	1.331
	0.216
	-1.176
	0.296
	2.840
	0.002
	0.569
	0.582
	0.334

	Mean Bootstrap
	-2.228
	0.300
	0.069
	-1.380
	0.157
	1.601
	-0.001
	0.475
	0.460
	
	
	
	

	St.Dev. Bootstrap
	0.901
	0.492
	0.070
	0.107
	0.066
	0.877
	0.002
	0.054
	0.060
	 
	 
	 
	 

	Deep Events (DE)

	PGAh (cm/s2) 
	2.527
	-0.397
	0.094
	-1.998
	0.315
	9.608
	0.000
	-0.200
	0.002
	0.708
	0.161
	0.276
	0.399

	CI95
	0.838
	-1.015
	0.013
	-2.694
	0.184
	13.474
	-0.005
	-0.294
	-0.124
	RMSE

	
	4.216
	0.221
	0.174
	-1.301
	0.446
	5.743
	0.006
	-0.106
	0.129
	0.400

	Mean Bootstrap
	2.856
	-0.392
	0.091
	-2.209
	0.321
	9.799
	0.001
	-0.205
	-0.003
	
	
	
	

	St.Dev. Bootstrap
	2.437
	0.308
	0.039
	1.450
	0.070
	5.229
	0.008
	0.075
	0.086
	 
	 
	 
	 

	PGAv (cm/s2)
	2.459
	-0.407
	0.100
	-1.956
	0.273
	9.315
	-0.001
	0.229
	-0.013
	0.731
	0.157
	0.249
	0.387

	CI95
	0.865
	-1.005
	0.022
	-2.611
	0.149
	5.687
	-0.006
	0.138
	-0.136
	RMSE

	
	4.054
	0.191
	0.178
	-1.301
	0.397
	12.944
	0.004
	0.320
	0.109
	0.387

	Mean Bootstrap
	2.512
	-0.402
	0.099
	-1.994
	0.274
	9.284
	-0.001
	-0.230
	-0.013
	
	
	
	

	St.Dev. Bootstrap
	0.888
	0.293
	0.038
	0.428
	0.061
	2.632
	0.003
	0.058
	0.066
	 
	 
	 
	 

	PGVh (cm/s)
	-0.623
	-0.301
	0.099
	-1.139
	0.285
	4.609
	-0.003
	-0.005
	0.092
	0.738
	0.162
	0.233
	0.359

	CI95
	-1.807
	-0.849
	0.026
	-1.447
	0.184
	1.860
	-0.006
	-0.084
	-0.015
	RMSE

	
	0.561
	0.247
	0.171
	-0.831
	0.385
	7.359
	0.000
	0.073
	0.199
	0.360

	Mean Bootstrap
	-0.593
	-0.291
	0.097
	-1.166
	0.287
	4.525
	-0.003
	-0.007
	0.090
	
	
	
	

	St.Dev. Bootstrap
	0.679
	0.269
	0.035
	0.253
	0.048
	2.680
	0.002
	0.041
	0.051
	 
	 
	 
	 

	PGVv (cm/s)
	-0.249
	-0.400
	0.111
	-1.264
	0.268
	6.505
	-0.004
	-0.040
	0.089
	0.770
	0.168
	0.199
	0.341

	CI95
	-1.471
	-0.923
	0.042
	-1.660
	0.167
	3.294
	-0.007
	-0.116
	-0.015
	RMSE

	
	0.974
	0.124
	0.180
	-0.868
	0.370
	9.717
	0.000
	0.037
	0.193
	0.342

	Mean Bootstrap
	-0.254
	-0.394
	0.110
	-1.260
	0.270
	6.169
	-0.004
	-0.040
	0.089
	
	
	
	

	St.Dev. Bootstrap
	0.677
	0.259
	0.033
	0.261
	0.048
	2.653
	0.002
	0.039
	0.049
	 
	 
	 
	 


	Table A3a- Regression coefficients for PSA (cm/s2) at the different periods for the SE and obtained for the SP87/AMB96 model. Mean Bootstrap and St.Dev. Bootstrap are the mean value and the standard deviation of each coefficient, respectively, estimated by applying the bootstrap technique. R2 is the determination coefficient.

	Shallow Events (SE)

	Frequency (Hz)
	a
	b1 
	c1 
	h 
	eB 
	eD 
	R2
	eve
	sta
	T

	0.1
	-5.799
	1.335
	-1.408
	2.731
	0.379
	0.354
	0.863
	0.165
	0.243
	0.351

	CI95
	-6.164
	1.270
	-1.549
	1.498
	0.282
	0.220
	RMSE

	
	-5.434
	1.399
	-1.266
	3.965
	0.477
	0.488
	0.352

	Mean Bootstrap
	-5.787
	1.334
	-1.413
	2.785
	0.378
	0.352
	
	
	
	

	St.Dev. Bootstrap
	0.213
	0.034
	0.087
	0.654
	0.059
	0.064
	 
	 
	 
	 

	0.2
	-5.528
	1.424
	-1.274
	2.510
	0.336
	0.280
	0.840
	0.165
	0.263
	0.364

	CI95
	-5.900
	1.357
	-1.416
	1.157
	0.236
	0.142
	RMSE

	
	-5.156
	1.492
	-1.131
	3.863
	0.435
	0.417
	0.365

	Mean Bootstrap
	-5.500
	1.424
	-1.288
	2.631
	0.329
	0.272
	
	
	
	

	St.Dev. Bootstrap
	0.211
	0.035
	0.085
	0.715
	0.057
	0.060
	 
	 
	 
	 

	0.3
	-4.975
	1.464
	-1.415
	4.285
	0.312
	0.268
	0.842
	0.167
	0.265
	0.371

	CI95
	-5.406
	1.395
	-1.596
	2.575
	0.203
	0.119
	RMSE

	
	-4.545
	1.532
	-1.234
	5.995
	0.421
	0.416
	0.371

	Mean Bootstrap
	-4.945
	1.464
	-1.431
	4.436
	0.308
	0.262
	
	
	
	

	St.Dev. Bootstrap
	0.298
	0.036
	0.139
	1.305
	0.071
	0.081
	 
	 
	 
	 

	0.4
	-4.410
	1.454
	-1.568
	5.747
	0.354
	0.348
	0.861
	0.156
	0.258
	0.360

	CI95
	-4.869
	1.388
	-1.771
	3.878
	0.244
	0.200
	RMSE

	
	-3.951
	1.520
	-1.364
	7.615
	0.464
	0.496
	0.360

	Mean Bootstrap
	-4.382
	1.453
	-1.581
	5.839
	0.351
	0.345
	
	
	
	

	St.Dev. Bootstrap
	0.323
	0.034
	0.159
	1.386
	0.078
	0.088
	 
	 
	 
	 

	0.5
	-4.116
	1.435
	-1.589
	5.364
	0.387
	0.368
	0.869
	0.155
	0.252
	0.357

	CI95
	-4.560
	1.369
	-1.784
	3.634
	0.279
	0.222
	RMSE

	
	-3.671
	1.500
	-1.394
	7.093
	0.495
	0.514
	0.357

	Mean Bootstrap
	-4.077
	1.435
	-1.609
	5.520
	0.381
	0.361
	
	
	
	

	St.Dev. Bootstrap
	0.302
	0.033
	0.146
	1.190
	0.076
	0.086
	 
	 
	 
	 

	0.6
	-3.676
	1.352
	-1.611
	4.623
	0.410
	0.386
	0.882
	0.149
	0.238
	0.343

	CI95
	-4.083
	1.288
	-1.785
	3.157
	0.309
	0.248
	RMSE

	
	-3.269
	1.415
	-1.437
	6.088
	0.512
	0.524
	0.343

	Mean Bootstrap
	-3.651
	1.350
	-1.621
	4.679
	0.407
	0.383
	
	
	
	

	St.Dev. Bootstrap
	0.260
	0.032
	0.117
	0.894
	0.067
	0.075
	 
	 
	 
	 

	0.7
	-3.328
	1.265
	-1.573
	4.078
	0.438
	0.383
	0.880
	0.143
	0.243
	0.342

	CI95
	-3.719
	1.202
	-1.736
	2.706
	0.338
	0.247
	RMSE

	
	-2.936
	1.328
	-1.409
	5.449
	0.538
	0.519
	0.343

	Mean Bootstrap
	-3.313
	1.263
	-1.579
	4.135
	0.438
	0.382
	
	
	
	

	St.Dev. Bootstrap
	0.236
	0.032
	0.102
	0.793
	0.064
	0.071
	 
	 
	 
	 

	0.8
	-2.978
	1.189
	-1.568
	3.866
	0.432
	0.378
	0.878
	0.132
	0.247
	0.341

	CI95
	-3.363
	1.126
	-1.727
	2.541
	0.333
	0.242
	RMSE

	
	-2.593
	1.252
	-1.408
	5.192
	0.531
	0.513
	0.342

	Mean Bootstrap
	-2.962
	1.189
	-1.576
	3.936
	0.429
	0.375
	
	
	
	

	St.Dev. Bootstrap
	0.237
	0.033
	0.099
	0.754
	0.063
	0.071
	 
	 
	 
	 

	0.9
	-2.808
	1.143
	-1.536
	3.520
	0.441
	0.390
	0.873
	0.127
	0.257
	0.347

	CI95
	-3.190
	1.079
	-1.692
	2.226
	0.342
	0.253
	RMSE

	
	-2.426
	1.207
	-1.381
	4.814
	0.541
	0.526
	0.348

	Mean Bootstrap
	-2.798
	1.142
	-1.540
	3.472
	0.441
	0.388
	
	
	
	

	St.Dev. Bootstrap
	0.217
	0.031
	0.090
	1.007
	0.062
	0.069
	 
	 
	 
	 

	1.0
	-2.655
	1.108
	-1.530
	-3.248
	0.454
	0.406
	0.869
	0.124
	0.264
	0.354

	CI95
	-3.037
	1.043
	-1.683
	-4.509
	0.354
	0.269
	RMSE

	
	-2.273
	1.174
	-1.377
	-1.987
	0.554
	0.544
	0.354

	Mean Bootstrap
	-2.643
	1.107
	-1.532
	-2.858
	0.452
	0.405
	
	
	
	

	St.Dev. Bootstrap
	0.217
	0.034
	0.088
	1.684
	0.063
	0.068
	 
	 
	 
	 

	1.5
	-2.077
	0.954
	-1.468
	2.577
	0.491
	0.471
	0.874
	0.128
	0.249
	0.340

	CI95
	-2.427
	0.891
	-1.602
	1.465
	0.397
	0.342
	RMSE

	
	-1.728
	1.017
	-1.333
	3.689
	0.584
	0.600
	0.341

	Mean Bootstrap
	-2.069
	0.952
	-1.469
	0.622
	0.492
	0.472
	
	
	
	

	St.Dev. Bootstrap
	0.184
	0.032
	0.070
	2.544
	0.055
	0.056
	 
	 
	 
	 

	2.0
	-1.474
	0.866
	-1.595
	2.795
	0.426
	0.468
	0.878
	0.145
	0.238
	0.339

	CI95
	-1.828
	0.804
	-1.733
	1.733
	0.332
	0.339
	RMSE

	
	-1.121
	0.929
	-1.457
	3.858
	0.520
	0.598
	0.339

	Mean Bootstrap
	-1.473
	0.866
	-1.596
	1.243
	0.425
	0.468
	
	
	
	

	St.Dev. Bootstrap
	0.175
	0.031
	0.066
	2.518
	0.053
	0.058
	 
	 
	 
	 

	2.5
	-1.113
	0.778
	-1.613
	2.585
	0.433
	0.506
	0.883
	0.160
	0.223
	0.334

	CI95
	-1.455
	0.717
	-1.745
	1.592
	0.342
	0.380
	RMSE

	
	-0.770
	0.840
	-1.481
	3.578
	0.525
	0.633
	0.334

	Mean Bootstrap
	-1.112
	0.779
	-1.615
	2.571
	0.433
	0.504
	
	
	
	

	St.Dev. Bootstrap
	0.166
	0.030
	0.062
	0.481
	0.051
	0.057
	 
	 
	 
	 

	3.0
	-0.839
	0.729
	-1.662
	2.575
	0.410
	0.463
	0.881
	0.179
	0.216
	0.340

	CI95
	-1.188
	0.667
	-1.796
	1.595
	0.316
	0.334
	RMSE

	
	-0.490
	0.792
	-1.528
	3.556
	0.503
	0.591
	0.340

	Mean Bootstrap
	-0.838
	0.729
	-1.662
	2.554
	0.410
	0.463
	
	
	
	

	St.Dev. Bootstrap
	0.158
	0.031
	0.062
	0.441
	0.052
	0.056
	 
	 
	 
	 

	3.5
	-0.739
	0.725
	-1.723
	2.615
	0.395
	0.448
	0.873
	0.202
	0.221
	0.358

	CI95
	-1.108
	0.659
	-1.865
	1.610
	0.297
	0.312
	RMSE

	
	-0.370
	0.791
	-1.581
	3.619
	0.494
	0.584
	0.359

	Mean Bootstrap
	-0.741
	0.727
	-1.725
	2.609
	0.395
	0.448
	
	
	
	

	St.Dev. Bootstrap
	0.170
	0.032
	0.067
	0.416
	0.054
	0.059
	 
	 
	 
	 

	4.0
	-0.661
	0.710
	-1.757
	2.484
	0.396
	0.458
	0.873
	0.220
	0.229
	0.377

	CI95
	-1.045
	0.641
	-1.904
	1.475
	0.293
	0.316
	RMSE

	
	-0.277
	0.779
	-1.610
	3.493
	0.498
	0.600
	0.377

	Mean Bootstrap
	-0.657
	0.710
	-1.759
	2.475
	0.395
	0.454
	
	
	
	

	St.Dev. Bootstrap
	0.176
	0.032
	0.070
	0.389
	0.056
	0.065
	 
	 
	 
	 

	4.5
	-0.574
	0.688
	-1.777
	2.297
	0.389
	0.458
	0.866
	0.233
	0.232
	0.388

	CI95
	-0.964
	0.616
	-1.924
	1.308
	0.284
	0.312
	RMSE

	
	-0.184
	0.759
	-1.630
	3.286
	0.493
	0.603
	0.388

	Mean Bootstrap
	-0.573
	0.687
	-1.777
	2.229
	0.389
	0.457
	
	
	
	

	St.Dev. Bootstrap
	0.174
	0.033
	0.068
	0.590
	0.058
	0.066
	 
	 
	 
	 

	5.0
	-0.501
	0.669
	-1.795
	2.247
	0.376
	0.484
	0.861
	0.241
	0.233
	0.395

	CI95
	-0.896
	0.596
	-1.943
	1.260
	0.270
	0.337
	RMSE

	
	-0.106
	0.742
	-1.646
	3.234
	0.483
	0.632
	0.396

	Mean Bootstrap
	-0.499
	0.668
	-1.795
	2.155
	0.377
	0.484
	
	
	
	

	St.Dev. Bootstrap
	0.176
	0.034
	0.069
	0.655
	0.058
	0.067
	 
	 
	 
	 

	6.0
	-0.357
	0.643
	-1.844
	2.125
	0.333
	0.450
	0.846
	0.263
	0.242
	0.415

	CI95
	-0.769
	0.566
	-1.997
	1.140
	0.222
	0.296
	RMSE

	
	-0.0545
	0.719
	-1.691
	3.110
	0.445
	0.605
	0.416

	Mean Bootstrap
	-0.355
	0.643
	-1.845
	1.879
	0.334
	0.449
	
	
	
	

	St.Dev. Bootstrap
	0.184
	0.034
	0.072
	1.012
	0.062
	0.073
	 
	 
	 
	 

	7.0
	-0.275
	0.623
	-1.873
	1.921
	0.307
	0.417
	0.838
	0.277
	0.244
	0.430

	CI95
	-0.694
	0.543
	-2.026
	0.960
	0.193
	0.259
	RMSE

	
	0.143
	0.702
	-1.719
	2.881
	0.420
	0.575
	0.431

	Mean Bootstrap
	-0.279
	0.624
	-1.873
	1.377
	0.305
	0.416
	
	
	
	

	St.Dev. Bootstrap
	0.193
	0.037
	0.075
	1.341
	0.063
	0.076
	 
	 
	 
	 

	8.0
	-0.334
	0.627
	-1.863
	1.669
	0.304
	0.440
	0.832
	0.286
	0.245
	0.439

	CI95
	-0.752
	0.546
	-2.014
	0.736
	0.189
	0.217
	RMSE

	
	0.084
	0.708
	-1.713
	2.601
	0.418
	0.535
	0.440

	Mean Bootstrap
	-0.333
	0.626
	-1.862
	0.683
	0.306
	0.380
	
	
	
	

	St.Dev. Bootstrap
	0.190
	0.037
	0.073
	1.521
	0.063
	0.074
	 
	 
	 
	 

	9.0
	-0.427
	0.640
	-1.843
	1.593
	0.303
	0.341
	0.832
	0.289
	0.242
	0.442

	CI95
	-0.845
	0.558
	-1.992
	0.660
	0.188
	0.182
	RMSE

	
	-0.0085
	0.721
	-1.694
	2.527
	0.418
	0.501
	0.443

	Mean Bootstrap
	-0.423
	0.638
	-1.843
	0.470
	0.303
	0.343
	
	
	
	

	St.Dev. Bootstrap
	0.201
	0.038
	0.079
	1.524
	0.068
	0.078
	 
	 
	 
	 

	10.0
	-0.538
	0.653
	-1.814
	1.556
	0.306
	0.322
	0.826
	0.285
	0.241
	0.440

	CI95
	-0.953
	0.572
	-1.962
	0.619
	0.192
	0.163
	RMSE

	
	-0.122
	0.734
	-1.666
	2.492
	0.420
	0.480
	0.441

	Mean Bootstrap
	-0.531
	0.651
	-1.814
	0.549
	0.306
	0.322
	
	
	
	

	St.Dev. Bootstrap
	0.188
	0.036
	0.069
	1.457
	0.061
	0.074
	 
	 
	 
	 


	Table A3b - Regression coefficients for PSA (cm/s2) at the different periods for the DE obtained for the SP87/AMB96 model. Mean Bootstrap and St.Dev. Bootstrap are the mean value and the standard deviation of each coefficient, respectively, estimated by applying the bootstrap technique. R2 is the determination coefficient.

	Deep Events (SE)

	Frequency (Hz)
	a
	b1 
	c1 
	h 
	eB 
	eD 
	R2
	eve
	sta
	T

	0.1
	-4.942
	0.877
	-1.035
	6.147
	0.122
	0.013
	0.738
	0.172
	0.204
	0.344

	CI95
	-5.255
	0.842
	-1.191
	3.675
	0.043
	-0.095
	RMSE

	
	-4.628
	0.912
	-0.880
	8.618
	0.200
	0.120
	0.345

	Mean Bootstrap
	-4.960
	0.877
	-1.025
	5.695
	0.129
	0.019
	
	
	
	

	St.Dev. Bootstrap
	0.240
	0.018
	0.126
	2.776
	0.050
	0.063
	 
	 
	 
	 

	0.2
	-4.444
	0.853
	-0.879
	4.451
	0.133
	0.017
	0.710
	0.170
	0.213
	0.349

	CI95
	-4.721
	0.818
	-1.014
	2.033
	0.057
	-0.089
	RMSE

	
	-4.166
	0.888
	-0.745
	6.869
	0.209
	0.122
	0.349

	Mean Bootstrap
	-4.447
	0.854
	-0.878
	4.126
	0.136
	0.020
	
	
	
	

	St.Dev. Bootstrap
	0.197
	0.017
	0.101
	2.555
	0.044
	0.057
	 
	 
	 
	 

	0.3
	-4.039
	0.841
	-0.841
	4.674
	0.120
	-0.011
	0.680
	0.165
	0.227
	0.361

	CI95
	-4.332
	0.805
	-0.983
	1.987
	0.041
	-0.121
	RMSE

	
	-3.746
	0.878
	-0.699
	7.361
	0.200
	0.099
	0.361

	Mean Bootstrap
	-4.034
	0.840
	-0.841
	4.336
	0.123
	-0.009
	
	
	
	

	St.Dev. Bootstrap
	0.201
	0.018
	0.103
	2.703
	0.044
	0.055
	 
	 
	 
	 

	0.4
	-3.804
	0.871
	-0.886
	5.635
	0.141
	-0.019
	0.709
	0.172
	0.216
	0.350

	CI95
	-4.110
	0.835
	-1.037
	2.861
	0.062
	-0.127
	RMSE

	
	-3.497
	0.906
	-0.735
	8.408
	0.220
	0.090
	0.350

	Mean Bootstrap
	-3.816
	0.870
	-0.878
	5.109
	0.147
	-0.014
	
	
	
	

	St.Dev. Bootstrap
	0.221
	0.018
	0.114
	2.903
	0.047
	0.059
	 
	 
	 
	 

	0.5
	-3.470
	0.899
	-1.015
	7.486
	0.138
	-0.044
	0.734
	0.181
	0.208
	0.345

	CI95
	-3.814
	0.864
	-1.188
	4.572
	0.058
	-0.153
	RMSE

	
	-3.126
	0.934
	-0.842
	10.399
	0.219
	0.066
	0.346

	Mean Bootstrap
	-3.477
	0.898
	-1.009
	7.137
	0.144
	-0.037
	
	
	
	

	St.Dev. Bootstrap
	0.251
	0.016
	0.131
	2.830
	0.049
	0.060
	 
	 
	 
	 

	0.6
	-3.164
	0.923
	-1.134
	8.860
	0.123
	-0.048
	0.751
	0.181
	0.207
	0.342

	CI95
	-3.534
	0.888
	-1.321
	5.904
	0.042
	-0.157
	RMSE

	
	-2.793
	0.958
	-0.946
	11.815
	0.203
	0.061
	0.343

	Mean Bootstrap
	-3.163
	0.923
	-1.133
	8.703
	0.125
	-0.046
	
	
	
	

	St.Dev. Bootstrap
	0.255
	0.016
	0.133
	2.626
	0.046
	0.059
	 
	 
	 
	 

	0.7
	-3.007
	0.926
	-1.140
	9.016
	0.132
	-0.029
	0.748
	0.187
	0.209
	0.348

	CI95
	-3.386
	0.891
	-1.333
	5.992
	0.050
	-0.139
	RMSE

	
	-2.628
	0.961
	-0.948
	12.041
	0.214
	0.082
	0.348

	Mean Bootstrap
	-3.011
	0.927
	-1.140
	8.919
	0.135
	-0.025
	
	
	
	

	St.Dev. Bootstrap
	0.237
	0.016
	0.123
	2.375
	0.043
	0.056
	 
	 
	 
	 

	0.8
	-2.838
	0.928
	-1.169
	9.555
	0.138
	-0.006
	0.751
	0.191
	0.207
	0.348

	CI95
	-3.229
	0.893
	-1.367
	6.455
	0.056
	-0.117
	RMSE

	
	-2.448
	0.963
	-0.970
	12.655
	0.221
	0.105
	0.348

	Mean Bootstrap
	-2.832
	0.927
	-1.170
	9.496
	0.140
	-0.003
	
	
	
	

	St.Dev. Bootstrap
	0.238
	0.016
	0.122
	2.249
	0.041
	0.056
	 
	 
	 
	 

	0.9
	-2.642
	0.920
	-1.200
	9.720
	0.132
	-0.013
	0.751
	0.194
	0.204
	0.348

	CI95
	-3.037
	0.885
	-1.401
	6.648
	0.050
	-0.124
	RMSE

	
	-2.247
	0.956
	-0.999
	12.792
	0.215
	0.098
	0.348

	Mean Bootstrap
	-2.645
	0.921
	-1.198
	9.662
	0.134
	-0.012
	
	
	
	

	St.Dev. Bootstrap
	0.220
	0.016
	0.112
	1.999
	0.040
	0.055
	 
	 
	 
	 

	1.0
	-2.555
	0.913
	-1.182
	9.218
	0.134
	-0.015
	0.751
	0.192
	0.201
	0.348

	CI95
	-2.939
	0.878
	-1.377
	6.244
	0.052
	-0.125
	RMSE

	
	-2.172
	0.949
	-0.987
	12.192
	0.216
	0.096
	0.348

	Mean Bootstrap
	-2.565
	0.913
	-1.177
	9.065
	0.138
	-0.011
	
	
	
	

	St.Dev. Bootstrap
	0.208
	0.015
	0.107
	1.946
	0.040
	0.055
	 
	 
	 
	 

	1.5
	-2.242
	0.895
	-1.130
	6.940
	0.152
	0.050
	0.760
	0.185
	0.197
	0.344

	CI95
	-2.572
	0.860
	-1.295
	4.478
	0.073
	-0.058
	RMSE

	
	-1.911
	0.929
	-0.965
	9.402
	0.231
	0.158
	0.344

	Mean Bootstrap
	-2.236
	0.894
	-1.131
	6.865
	0.152
	0.051
	
	
	
	

	St.Dev. Bootstrap
	0.200
	0.016
	0.101
	2.010
	0.039
	0.053
	 
	 
	 
	 

	2.0
	-1.567
	0.858
	-1.305
	8.162
	0.056
	0.031
	0.754
	0.185
	0.201
	0.346

	CI95
	-1.927
	0.823
	-1.486
	5.734
	-0.025
	-0.078
	RMSE

	
	-1.208
	0.893
	-1.124
	10.591
	0.137
	0.141
	0.346

	Mean Bootstrap
	-1.578
	0.857
	-1.299
	7.823
	0.061
	0.035
	
	
	
	

	St.Dev. Bootstrap
	0.195
	0.015
	0.099
	2.341
	0.039
	0.053
	 
	 
	 
	 

	2.5
	-1.268
	0.840
	-1.359
	7.577
	0.018
	0.023
	0.746
	0.190
	0.207
	0.355

	CI95
	-1.623
	0.804
	-1.538
	5.319
	-0.064
	-0.089
	RMSE

	
	-0.912
	0.876
	-1.180
	9.836
	0.101
	0.135
	0.355

	Mean Bootstrap
	-1.272
	0.841
	-1.358
	6.847
	0.019
	0.025
	
	
	
	

	St.Dev. Bootstrap
	0.192
	0.016
	0.097
	3.403
	0.041
	0.056
	 
	 
	 
	 

	3.0
	-1.201
	0.839
	-1.349
	6.976
	0.032
	0.034
	0.740
	0.194
	0.223
	0.366

	CI95
	-1.554
	0.802
	-1.525
	4.770
	-0.052
	-0.081
	RMSE

	
	-0.848
	0.876
	-1.172
	9.182
	0.117
	0.149
	0.366

	Mean Bootstrap
	-1.210
	0.839
	-1.344
	5.671
	0.035
	0.038
	
	
	
	

	St.Dev. Bootstrap
	0.214
	0.016
	0.107
	4.151
	0.046
	0.061
	 
	 
	 
	 

	3.5
	-1.072
	0.833
	-1.385
	6.950
	0.045
	0.055
	0.739
	0.197
	0.239
	0.375

	CI95
	-1.432
	0.795
	-1.565
	4.757
	-0.042
	-0.063
	RMSE

	
	-0.711
	0.871
	-1.205
	9.144
	0.131
	0.173
	0.375

	Mean Bootstrap
	-1.083
	0.834
	-1.381
	5.265
	0.047
	0.058
	
	
	
	

	St.Dev. Bootstrap
	0.210
	0.017
	0.107
	4.586
	0.047
	0.061
	 
	 
	 
	 

	4.0
	-0.908
	0.825
	-1.442
	6.894
	0.023
	0.061
	0.735
	0.190
	0.253
	0.384

	CI95
	-1.275
	0.787
	-1.626
	4.751
	-0.065
	-0.059
	RMSE

	
	-0.540
	0.864
	-1.258
	9.037
	0.112
	0.182
	0.384

	Mean Bootstrap
	-0.913
	0.825
	-1.439
	4.859
	0.026
	0.064
	
	
	
	

	St.Dev. Bootstrap
	0.215
	0.017
	0.109
	5.001
	0.048
	0.059
	 
	 
	 
	 

	4.5
	-0.697
	0.806
	-1.505
	7.429
	0.001
	0.083
	0.732
	0.183
	0.262
	0.387

	CI95
	-1.081
	0.767
	-1.697
	5.241
	-0.089
	-0.039
	RMSE

	
	-0.313
	0.845
	-1.312
	9.616
	0.090
	0.205
	0.387

	Mean Bootstrap
	-0.698
	0.806
	-1.503
	4.793
	0.003
	0.085
	
	
	
	

	St.Dev. Bootstrap
	0.217
	0.018
	0.113
	5.775
	0.049
	0.063
	 
	 
	 
	 

	5.0
	-0.535
	0.794
	-1.558
	7.641
	-0.031
	0.109
	0.726
	0.177
	0.271
	0.393

	CI95
	-0.931
	0.754
	-1.757
	5.448
	-0.122
	-0.015
	RMSE

	
	-0.140
	0.834
	-1.360
	9.834
	0.060
	0.234
	0.393

	Mean Bootstrap
	-0.526
	0.793
	-1.562
	4.934
	-0.032
	0.108
	
	
	
	

	St.Dev. Bootstrap
	0.218
	0.018
	0.113
	5.944
	0.049
	0.063
	 
	 
	 
	 

	6.0
	-0.097
	0.777
	-1.763
	9.080
	-0.116
	0.119
	0.717
	0.177
	0.284
	0.406

	CI95
	-0.542
	0.735
	-1.988
	6.779
	-0.211
	-0.009
	RMSE

	
	0.347
	0.818
	-1.537
	11.381
	0.020
	0.249
	0.407

	Mean Bootstrap
	0.218
	0.758
	-1.912
	7.925
	-0.171
	0.084
	
	
	
	

	St.Dev. Bootstrap
	0.297
	0.020
	0.156
	6.289
	0.062
	0.073
	 
	 
	 
	 

	7.0
	0.215
	0.758
	-1.907
	10.038
	-0.172
	0.085
	0.708
	0.176
	0.294
	0.416

	CI95
	-0.269
	0.716
	-2.152
	7.663
	-0.271
	-0.048
	RMSE

	
	0.690
	0.801
	-1.663
	12.414
	-0.073
	0.218
	0.417

	Mean Bootstrap
	0.211
	0.759
	-1.909
	7.645
	-0.171
	0.088
	
	
	
	

	St.Dev. Bootstrap
	0.295
	0.020
	0.152
	6.624
	0.061
	0.071
	 
	 
	 
	 

	8.0
	0.215
	0.758
	-1.907
	10.038
	-0.172
	0.085
	0.708
	0.182
	0.307
	0.430

	CI95
	-0.269
	0.716
	-2.152
	7.663
	-0.271
	-0.048
	RMSE

	
	0.690
	0.801
	-1.663
	12.414
	-0.073
	0.218
	0.417

	Mean Bootstrap
	0.295
	0.751
	-1.953
	7.104
	-0.206
	0.052
	
	
	
	

	St.Dev. Bootstrap
	0.304
	0.020
	0.157
	7.343
	0.062
	0.072
	 
	 
	 
	 

	9.0
	0.239
	0.747
	-1.930
	9.677
	-0.221
	0.004
	0.681
	0.184
	0.313
	0.437

	CI95
	-0.255
	0.703
	-2.182
	7.288
	-0.325
	-0.135
	RMSE

	
	0.734
	0.791
	-1.678
	12.066
	-0.117
	0.144
	0.438

	Mean Bootstrap
	0.262
	0.748
	-1.942
	5.720
	-0.224
	0.002
	
	
	
	

	St.Dev. Bootstrap
	0.305
	0.020
	0.159
	7.985
	0.063
	0.075
	 
	 
	 
	 

	10.0
	0.219
	0.745
	-1.929
	9.699
	-0.233
	-0.031
	0.668
	0.191
	0.318
	0.446

	CI95
	-0.285
	0.699
	-2.186
	7.258
	-0.338
	-0.173
	RMSE

	
	0.724
	0.790
	-1.672
	12.140
	-0.127
	0.111
	0.446

	Mean Bootstrap
	0.241
	0.746
	-1.941
	5.404
	-0.235
	-0.033
	
	
	
	

	St.Dev. Bootstrap
	0.333
	0.021
	0.176
	8.285
	0.069
	0.082
	 
	 
	 
	 

	Table A4a - Regression coefficients for PSA (cm/s2) at the different periods for the SE by applying the BA2008 model. Mean Bootstrap and St.Dev. Bootstrap are the mean value and the standard deviation of each coefficient, respectively, estimated by applying the bootstrap technique. R2 is the determination coefficient.

	Shallow Events (SE)

	Frequency (Hz)
	a
	b1 
	b2
	c1 
	c2
	h 
	c3 
	eB 
	eD 
	R2
	eve
	sta
	T

	0.1
	-4.794
	0.827
	0.054
	-1.273
	0.096
	2.221
	-0.002
	0.363
	0.340
	0.863
	0.164
	0.243
	0.351

	CI95
	-6.905
	-0.302
	-0.103
	-1.515
	-0.053
	0.776
	-0.005
	0.260
	0.202
	RMSE

	
	-2.683
	1.955
	0.210
	-1.031
	0.245
	3.667
	0.001
	0.467
	0.477
	0.352

	Mean Bootstrap
	-4.728
	0.800
	0.058
	-1.294
	0.096
	2.114
	-0.001
	0.365
	0.341
	
	
	
	

	St.Dev. Bootstrap
	1.047
	0.561
	0.079
	0.136
	0.077
	1.107
	0.002
	0.062
	0.068
	 
	 
	 
	 

	0.2
	-4.010
	0.646
	0.083
	-1.036
	0.142
	1.517
	-0.003
	0.296
	0.241
	0.841
	0.163
	0.263
	0.363

	CI95
	-6.178
	-0.520
	-0.079
	-1.250
	-0.009
	0.021
	-0.006
	0.189
	0.100
	RMSE

	
	-1.843
	1.812
	0.245
	-0.822
	0.293
	3.013
	0.000
	0.403
	0.383
	0.364

	Mean Bootstrap
	-3.968
	0.624
	0.087
	-1.048
	0.137
	1.471
	-0.003
	0.295
	0.238
	
	
	
	

	St.Dev. Bootstrap
	1.147
	0.611
	0.084
	0.116
	0.087
	0.832
	0.002
	0.065
	0.068
	 
	 
	 
	 

	0.3
	-5.200
	1.456
	-0.015
	-0.953
	0.092
	1.728
	-0.006
	0.281
	0.246
	0.844
	0.168
	0.263
	0.369

	CI95
	-7.409
	0.269
	-0.181
	-1.183
	-0.063
	0.023
	-0.009
	0.172
	0.102
	RMSE

	
	-2.990
	2.643
	0.150
	-0.723
	0.246
	3.479
	-0.002
	0.390
	0.390
	0.370

	Mean Bootstrap
	-5.095
	1.410
	-0.009
	-0.975
	0.091
	1.527
	-0.005
	0.278
	0.244
	
	
	
	

	St.Dev. Bootstrap
	1.088
	0.594
	0.084
	0.143
	0.079
	1.355
	0.002
	0.063
	0.067
	 
	 
	 
	 

	0.4
	-5.753
	1.912
	-0.069
	-1.024
	0.025
	2.641
	-0.006
	0.343
	0.353
	0.862
	0.158
	0.255
	0.359

	CI95
	-7.920
	0.757
	-0.229
	-1.297
	-0.129
	0.609
	-0.009
	0.237
	0.211
	RMSE

	
	-3.587
	3.067
	0.092
	-0.751
	0.180
	4.672
	-0.002
	0.450
	0.494
	0.359

	Mean Bootstrap
	-5.718
	1.908
	-0.066
	-1.060
	0.017
	2.755
	-0.006
	0.339
	0.346
	
	
	
	

	St.Dev. Bootstrap
	1.053
	0.558
	0.078
	0.197
	0.085
	1.410
	0.002
	0.068
	0.073
	 
	 
	 
	 

	0.5
	-5.531
	2.016
	-0.089
	-1.139
	0.037
	3.044
	-0.005
	0.375
	0.367
	0.870
	0.157
	0.250
	0.355

	CI95
	-7.690
	0.870
	-0.248
	-1.432
	-0.118
	1.042
	-0.008
	0.269
	0.226
	RMSE

	
	-3.372
	3.162
	0.071
	-0.846
	0.193
	5.046
	-0.001
	0.481
	0.508
	0.357

	Mean Bootstrap
	-5.510
	2.031
	-0.090
	-1.176
	0.036
	3.161
	-0.005
	0.372
	0.362
	
	
	
	

	St.Dev. Bootstrap
	1.031
	0.546
	0.077
	0.196
	0.080
	1.274
	0.002
	0.066
	0.072
	 
	 
	 
	 

	0.6
	-3.923
	1.431
	-0.023
	-1.369
	0.061
	3.542
	-0.003
	0.403
	0.384
	0.882
	0.150
	0.238
	0.342

	CI95
	-6.017
	0.327
	-0.176
	-1.676
	-0.091
	1.728
	-0.006
	0.300
	0.247
	RMSE

	
	-1.830
	2.535
	0.131
	-1.061
	0.213
	5.356
	0.001
	0.505
	0.521
	0.344

	Mean Bootstrap
	-3.860
	1.411
	-0.019
	-1.403
	0.056
	3.676
	-0.002
	0.401
	0.382
	
	
	
	

	St.Dev. Bootstrap
	0.982
	0.513
	0.072
	0.206
	0.073
	1.088
	0.002
	0.066
	0.072
	 
	 
	 
	 

	0.7
	-3.023
	1.184
	-0.011
	-1.461
	0.114
	3.668
	-0.001
	0.438
	0.385
	0.881
	0.142
	0.243
	0.342

	CI95
	-5.119
	0.082
	-0.164
	-1.773
	-0.038
	1.926
	-0.004
	0.336
	0.248
	RMSE

	
	-0.928
	2.286
	0.142
	-1.149
	0.267
	5.410
	0.002
	0.541
	0.522
	0.343

	Mean Bootstrap
	-2.980
	1.172
	-0.008
	-1.490
	0.110
	3.749
	-0.001
	0.437
	0.382
	
	
	
	

	St.Dev. Bootstrap
	1.039
	0.542
	0.076
	0.196
	0.076
	1.004
	0.002
	0.066
	0.070
	 
	 
	 
	 

	0.8
	-2.558
	1.091
	-0.014
	-1.468
	0.142
	3.565
	-0.001
	0.433
	0.379
	0.879
	0.131
	0.246
	0.341

	CI95
	-4.647
	-0.008
	-0.166
	-1.773
	-0.009
	1.882
	-0.004
	0.330
	0.243
	RMSE

	
	-0.469
	2.191
	0.139
	-1.163
	0.294
	5.248
	0.003
	0.535
	0.515
	0.342

	Mean Bootstrap
	-2.491
	1.069
	-0.011
	-1.489
	0.143
	3.631
	-0.001
	0.430
	0.376
	
	
	
	

	St.Dev. Bootstrap
	1.023
	0.528
	0.074
	0.168
	0.074
	0.788
	0.002
	0.066
	0.072
	 
	 
	 
	 

	0.9
	-1.921
	0.847
	0.011
	-1.523
	0.157
	3.580
	0.000
	0.450
	0.397
	0.873
	0.126
	0.256
	0.346

	CI95
	-4.045
	-0.270
	-0.144
	-1.833
	0.003
	1.921
	-0.003
	0.346
	0.259
	RMSE

	
	0.203
	1.965
	0.166
	-1.213
	0.311
	5.239
	0.004
	0.554
	0.536
	0.348

	Mean Bootstrap
	-1.889
	0.836
	0.013
	-1.532
	0.155
	3.596
	0.000
	0.445
	0.392
	
	
	
	

	St.Dev. Bootstrap
	1.023
	0.526
	0.073
	0.169
	0.074
	0.742
	0.002
	0.065
	0.070
	 
	 
	 
	 

	1.0
	-1.358
	0.629
	0.030
	-1.522
	0.191
	3.356
	0.000
	0.465
	0.416
	0.870
	0.124
	0.263
	0.353

	CI95
	-3.516
	-0.509
	-0.128
	-1.824
	0.035
	1.757
	-0.003
	0.359
	0.276
	RMSE

	
	0.800
	1.767
	0.188
	-1.219
	0.347
	4.955
	0.004
	0.570
	0.557
	0.354

	Mean Bootstrap
	-1.319
	0.617
	0.032
	-1.531
	0.194
	3.367
	0.001
	0.464
	0.415
	
	
	
	

	St.Dev. Bootstrap
	1.054
	0.548
	0.076
	0.153
	0.077
	0.642
	0.002
	0.067
	0.070
	 
	 
	 
	 

	1.5
	-1.348
	0.824
	-0.012
	-1.631
	0.152
	3.229
	0.003
	0.532
	0.510
	0.875
	0.128
	0.247
	0.339

	CI95
	-3.417
	-0.270
	-0.164
	-1.914
	0.003
	1.817
	0.000
	0.430
	0.375
	RMSE

	
	0.721
	1.918
	0.140
	-1.347
	0.301
	4.641
	0.006
	0.633
	0.645
	0.341

	Mean Bootstrap
	-1.306
	0.821
	-0.012
	-1.651
	0.155
	3.287
	0.003
	0.528
	0.505
	
	
	
	

	St.Dev. Bootstrap
	0.992
	0.537
	0.077
	0.155
	0.073
	0.570
	0.002
	0.066
	0.069
	 
	 
	 
	 

	2.0
	-2.278
	1.574
	-0.115
	-1.897
	0.075
	3.761
	0.005
	0.486
	0.523
	0.880
	0.144
	0.234
	0.337

	CI95
	-4.342
	0.487
	-0.266
	-2.207
	-0.076
	2.380
	0.001
	0.384
	0.388
	RMSE

	
	-0.215
	2.661
	0.035
	-1.587
	0.225
	5.142
	0.008
	0.587
	0.658
	0.338

	Mean Bootstrap
	-2.243
	1.557
	-0.113
	-1.898
	0.075
	3.753
	0.005
	0.482
	0.520
	
	
	
	

	St.Dev. Bootstrap
	0.960
	0.521
	0.075
	0.152
	0.072
	0.484
	0.002
	0.064
	0.068
	 
	 
	 
	 

	2.5
	-2.601
	1.771
	-0.141
	-1.916
	-0.001
	3.513
	0.004
	0.491
	0.559
	0.885
	0.158
	0.219
	0.332

	CI95
	-4.623
	0.702
	-0.289
	-2.208
	-0.148
	2.230
	0.001
	0.391
	0.426
	RMSE

	
	-0.580
	2.841
	0.007
	-1.623
	0.146
	4.795
	0.008
	0.590
	0.691
	0.333

	Mean Bootstrap
	-2.631
	1.794
	-0.144
	-1.934
	-0.005
	3.542
	0.005
	0.490
	0.557
	
	
	
	

	St.Dev. Bootstrap
	0.938
	0.513
	0.074
	0.156
	0.071
	0.501
	0.002
	0.061
	0.066
	 
	 
	 
	 

	3.0
	-1.309
	1.112
	-0.051
	-1.957
	-0.020
	3.442
	0.004
	0.460
	0.510
	0.881
	0.178
	0.212
	0.339

	CI95
	-3.371
	0.020
	-0.203
	-2.252
	-0.169
	2.179
	0.001
	0.359
	0.375
	RMSE

	
	0.753
	2.204
	0.101
	-1.662
	0.130
	4.705
	0.008
	0.562
	0.645
	0.340

	Mean Bootstrap
	-1.315
	1.114
	-0.051
	-1.967
	-0.025
	3.454
	0.004
	0.460
	0.510
	
	
	
	

	St.Dev. Bootstrap
	0.928
	0.506
	0.073
	0.154
	0.073
	0.479
	0.002
	0.062
	0.069
	 
	 
	 
	 

	3.5
	0.025
	0.441
	0.047
	-2.134
	-0.037
	3.759
	0.006
	0.455
	0.505
	0.875
	0.201
	0.215
	0.356

	CI95
	-2.152
	-0.708
	-0.113
	-2.463
	-0.196
	2.445
	0.002
	0.348
	0.362
	RMSE

	
	2.201
	1.590
	0.206
	-1.806
	0.122
	5.074
	0.009
	0.562
	0.648
	0.358

	Mean Bootstrap
	0.040
	0.438
	0.047
	-2.150
	-0.039
	3.793
	0.006
	0.456
	0.507
	
	
	
	

	St.Dev. Bootstrap
	0.988
	0.540
	0.078
	0.177
	0.075
	0.540
	0.002
	0.065
	0.072
	 
	 
	 
	 

	4.0
	0.127
	0.413
	0.051
	-2.219
	-0.051
	3.695
	0.007
	0.468
	0.528
	0.868
	0.220
	0.221
	0.374

	CI95
	-2.155
	-0.794
	-0.117
	-2.560
	-0.218
	2.384
	0.003
	0.355
	0.378
	RMSE

	
	2.410
	1.619
	0.218
	-1.879
	0.116
	5.007
	0.010
	0.580
	0.678
	0.376

	Mean Bootstrap
	0.112
	0.426
	0.050
	-2.238
	-0.057
	3.734
	0.007
	0.465
	0.525
	
	
	
	

	St.Dev. Bootstrap
	1.023
	0.551
	0.077
	0.183
	0.079
	0.559
	0.002
	0.066
	0.075
	 
	 
	 
	 

	4.5
	0.139
	0.448
	0.040
	-2.259
	-0.038
	3.476
	0.007
	0.478
	0.546
	0.863
	0.233
	0.222
	0.385

	CI95
	-2.204
	-0.793
	-0.132
	-2.595
	-0.208
	2.215
	0.003
	0.362
	0.393
	RMSE

	
	2.483
	1.689
	0.212
	-1.922
	0.133
	4.737
	0.011
	0.593
	0.700
	0.387

	Mean Bootstrap
	0.133
	0.455
	0.039
	-2.265
	-0.038
	3.487
	0.007
	0.478
	0.546
	
	
	
	

	St.Dev. Bootstrap
	1.062
	0.568
	0.080
	0.165
	0.079
	0.467
	0.002
	0.063
	0.074
	 
	 
	 
	 

	5.0
	0.136
	0.455
	0.038
	-2.266
	-0.044
	3.363
	0.007
	0.468
	0.576
	0.860
	0.240
	0.223
	0.392

	CI95
	-2.248
	-0.809
	-0.138
	-2.602
	-0.217
	2.116
	0.003
	0.350
	0.419
	RMSE

	
	2.520
	1.720
	0.213
	-1.930
	0.129
	4.611
	0.011
	0.585
	0.732
	0.394

	Mean Bootstrap
	0.149
	0.454
	0.038
	-2.280
	-0.046
	3.386
	0.007
	0.468
	0.574
	
	
	
	

	St.Dev. Bootstrap
	1.041
	0.565
	0.080
	0.161
	0.078
	0.449
	0.002
	0.068
	0.077
	 
	 
	 
	 

	6.0
	0.021
	0.556
	0.016
	-2.240
	-0.026
	2.997
	0.006
	0.423
	0.542
	0.847
	0.263
	0.234
	0.413

	CI95
	-2.248
	-0.775
	-0.168
	-2.571
	-0.206
	1.781
	0.002
	0.300
	0.378
	RMSE

	
	2.525
	1.888
	0.201
	-1.909
	0.154
	4.213
	0.010
	0.546
	0.706
	0.415

	Mean Bootstrap
	0.020
	0.563
	0.016
	-2.256
	-0.028
	3.005
	0.007
	0.425
	0.545
	
	
	
	

	St.Dev. Bootstrap
	1.096
	0.595
	0.084
	0.156
	0.080
	0.423
	0.002
	0.070
	0.084
	 
	 
	 
	 

	7.0
	-0.289
	0.741
	0.013
	-2.240
	-0.023
	2.676
	0.006
	0.403
	0.516
	0.839
	0.277
	0.236
	0.428

	CI95
	-2.872
	-0.637
	-0.205
	-2.562
	-0.208
	1.514
	0.002
	0.275
	0.347
	RMSE

	
	2.293
	2.119
	0.178
	-1.918
	0.161
	3.838
	0.010
	0.530
	0.686
	0.430

	Mean Bootstrap
	-0.293
	0.751
	-0.014
	-2.254
	-0.027
	2.707
	0.006
	0.401
	0.514
	
	
	
	

	St.Dev. Bootstrap
	1.139
	0.613
	0.086
	0.148
	0.083
	0.399
	0.002
	0.075
	0.087
	 
	 
	 
	 

	8.0
	-0.119
	0.593
	0.011
	-2.243
	-0.035
	2.402
	0.007
	0.412
	0.490
	0.834
	0.285
	0.236
	0.437

	CI95
	-2.746
	-0.812
	-0.185
	-2.554
	-0.222
	1.296
	0.003
	0.282
	0.318
	RMSE

	
	2.508
	1.999
	0.206
	-1.933
	0.152
	3.507
	0.011
	0.541
	0.662
	0.438

	Mean Bootstrap
	-0.156
	0.619
	0.007
	-2.250
	-0.036
	2.404
	0.007
	0.411
	0.488
	
	
	
	

	St.Dev. Bootstrap
	1.143
	0.617
	0.087
	0.140
	0.085
	0.351
	0.002
	0.075
	0.087
	 
	 
	 
	 

	9.0
	-0.015
	0.476
	0.031
	-2.219
	-0.044
	2.316
	0.006
	0.411
	0.456
	0.830
	0.288
	0.233
	0.439

	CI95
	-2.654
	-0.937
	-0.166
	-2.526
	-0.231
	1.216
	0.003
	0.281
	0.283
	RMSE

	
	2.624
	1.889
	0.227
	-1.912
	0.143
	3.415
	0.010
	0.541
	0.629
	0.441

	Mean Bootstrap
	-0.003
	0.469
	0.033
	-2.230
	-0.052
	2.324
	0.007
	0.406
	0.451
	
	
	
	

	St.Dev. Bootstrap
	1.122
	0.597
	0.083
	0.137
	0.086
	0.339
	0.002
	0.078
	0.091
	 
	 
	 
	 

	10.0
	-0.221
	0.522
	0.030
	-2.193
	-0.062
	2.300
	0.006
	0.412
	0.435
	0.828
	0.283
	0.231
	0.437

	CI95
	-2.849
	-0.885
	-0.166
	-2.498
	-0.249
	1.194
	0.003
	0.282
	0.263
	RMSE

	
	2.407
	1.930
	0.225
	-1.888
	0.124
	3.406
	0.010
	0.542
	0.607
	0.439

	Mean Bootstrap
	-0.165
	0.490
	0.035
	-2.196
	-0.063
	2.293
	0.006
	0.414
	0.435
	
	
	
	

	St.Dev. Bootstrap
	1.197
	0.644
	0.091
	0.145
	0.086
	0.355
	0.002
	0.079
	0.089
	 
	 
	 
	 


	Table A4b - Regression coefficients for PSA (cm/s2) at the different periods for the DE by applying the BA2008 model. Mean Bootstrap and St.Dev. Bootstrap are the mean value and the standard deviation of each coefficient, respectively, estimated by applying the bootstrap technique. R2 is the determination coefficient.

	Deep Events (DE)

	T (s)
	a
	b1 
	b2
	c1 
	c2
	h 
	c3 
	eB 
	eD 
	R2
	eve
	sta
	T

	0.1
	-3.019
	-0.236
	0.123
	-0.716
	0.144
	2.085
	-0.004
	0.115
	0.006
	0.742
	0.170
	0.203
	0.342

	CI95
	-4.079
	-0.767
	0.052
	-0.908
	0.055
	0.536
	-0.006
	0.041
	-0.096
	RMSE

	
	-1.958
	0.296
	0.193
	-0.525
	0.233
	4.706
	-0.002
	0.189
	0.109
	0.342

	Mean Bootstrap
	-2.856
	-0.286
	0.128
	-0.760
	0.150
	2.438
	-0.004
	0.113
	0.004
	
	
	
	

	St.Dev. Bootstrap
	0.561
	0.279
	0.037
	0.128
	0.045
	2.204
	0.001
	0.035
	0.048
	 
	 
	 
	 

	0.2
	-2.383
	-0.325
	0.147
	-0.695
	0.062
	2.080
	-0.002
	0.120
	0.003
	0.713
	0.167
	0.213
	0.347

	CI95
	-3.454
	-0.864
	0.076
	-0.888
	-0.028
	0.571
	-0.005
	0.045
	-0.100
	RMSE

	
	-1.312
	0.214
	0.219
	-0.502
	0.151
	4.731
	0.000
	0.195
	0.107
	0.347

	Mean Bootstrap
	-2.230
	-0.376
	0.154
	-0.740
	0.063
	2.516
	-0.002
	0.117
	0.001
	
	
	
	

	St.Dev. Bootstrap
	0.505
	0.252
	0.034
	0.132
	0.046
	2.254
	0.001
	0.035
	0.048
	 
	 
	 
	 

	0.3
	-2.170
	-0.307
	0.155
	-0.633
	0.002
	2.220
	-0.002
	0.107
	-0.023
	0.684
	0.162
	0.226
	0.359

	CI95
	-3.277
	-0.864
	0.081
	-0.838
	-0.091
	0.782
	-0.005
	0.029
	-0.130
	RMSE

	
	-1.063
	0.251
	0.229
	-0.429
	0.095
	5.222
	0.000
	0.184
	0.084
	0.359

	Mean Bootstrap
	-2.072
	-0.326
	0.158
	-0.688
	-0.002
	2.798
	-0.002
	0.104
	-0.025
	
	
	
	

	St.Dev. Bootstrap
	0.558
	0.277
	0.036
	0.150
	0.052
	2.626
	0.002
	0.038
	0.049
	 
	 
	 
	 

	0.4
	-2.038
	-0.210
	0.136
	-0.620
	0.053
	2.135
	-0.003
	0.132
	-0.026
	0.712
	0.169
	0.215
	0.348

	CI95
	-3.115
	-0.752
	0.064
	-0.817
	-0.037
	0.866
	-0.006
	0.057
	-0.130
	RMSE

	
	-0.961
	0.331
	0.208
	-0.424
	0.143
	5.136
	-0.001
	0.207
	0.078
	0.349

	Mean Bootstrap
	-1.892
	-0.250
	0.141
	-0.678
	0.054
	2.653
	-0.003
	0.129
	-0.030
	
	
	
	

	St.Dev. Bootstrap
	0.542
	0.266
	0.034
	0.135
	0.045
	2.460
	0.001
	0.035
	0.049
	 
	 
	 
	 

	0.5
	-1.977
	-0.056
	0.106
	-0.625
	0.120
	2.388
	-0.004
	0.139
	-0.041
	0.737
	0.179
	0.207
	0.343

	CI95
	-3.050
	-0.590
	0.035
	-0.831
	0.030
	0.806
	-0.007
	0.065
	-0.143
	RMSE

	
	-0.904
	0.478
	0.177
	-0.419
	0.210
	5.583
	-0.002
	0.213
	0.062
	0.344

	Mean Bootstrap
	-1.803
	-0.109
	0.112
	-0.679
	0.124
	2.914
	-0.004
	0.136
	-0.044
	
	
	
	

	St.Dev. Bootstrap
	0.561
	0.275
	0.036
	0.139
	0.045
	2.481
	0.001
	0.037
	0.050
	 
	 
	 
	 

	0.6
	-1.893
	0.048
	0.088
	-0.635
	0.158
	2.803
	-0.005
	0.128
	-0.040
	0.755
	0.179
	0.206
	0.340

	CI95
	-2.972
	-0.481
	0.017
	-0.858
	0.068
	0.624
	-0.008
	0.054
	-0.142
	RMSE

	
	-0.813
	0.578
	0.158
	-0.411
	0.248
	6.230
	-0.003
	0.202
	0.063
	0.341

	Mean Bootstrap
	-1.772
	0.013
	0.092
	-0.672
	0.162
	2.981
	-0.005
	0.126
	-0.043
	
	
	
	

	St.Dev. Bootstrap
	0.548
	0.265
	0.034
	0.135
	0.043
	2.498
	0.001
	0.035
	0.046
	 
	 
	 
	 

	0.7
	-1.656
	0.065
	0.078
	-0.667
	0.199
	3.294
	-0.005
	0.136
	-0.022
	0.752
	0.186
	0.208
	0.345

	CI95
	-2.773
	-0.472
	0.007
	-0.915
	0.105
	0.389
	-0.008
	0.060
	-0.126
	RMSE

	
	-0.540
	0.603
	0.149
	-0.418
	0.292
	6.977
	-0.003
	0.211
	0.082
	0.345

	Mean Bootstrap
	-1.592
	0.052
	0.079
	-0.693
	0.200
	3.315
	-0.005
	0.135
	-0.024
	
	
	
	

	St.Dev. Bootstrap
	0.584
	0.285
	0.037
	0.137
	0.044
	2.495
	0.001
	0.034
	0.046
	 
	 
	 
	 

	0.8
	-1.441
	0.059
	0.075
	-0.702
	0.216
	4.010
	-0.005
	0.145
	0.004
	0.756
	0.189
	0.206
	0.344

	CI95
	-2.589
	-0.480
	0.004
	-0.984
	0.120
	0.020
	-0.008
	0.069
	-0.100
	RMSE

	
	-0.294
	0.598
	0.146
	-0.421
	0.312
	7.999
	-0.002
	0.221
	0.108
	0.345

	Mean Bootstrap
	-1.358
	0.030
	0.078
	-0.716
	0.221
	3.739
	-0.005
	0.143
	0.000
	
	
	
	

	St.Dev. Bootstrap
	0.551
	0.261
	0.034
	0.153
	0.044
	2.588
	0.001
	0.034
	0.047
	 
	 
	 
	 

	0.9
	-1.054
	0.025
	0.076
	-0.834
	0.229
	5.546
	-0.004
	0.140
	-0.003
	0.756
	0.193
	0.203
	0.346

	CI95
	-2.281
	-0.518
	0.005
	-1.194
	0.127
	1.162
	-0.007
	0.062
	-0.110
	RMSE

	
	0.172
	0.568
	0.147
	-0.474
	0.330
	9.930
	-0.001
	0.217
	0.103
	0.346

	Mean Bootstrap
	-1.030
	0.007
	0.079
	-0.826
	0.228
	5.022
	-0.004
	0.140
	-0.004
	
	
	
	

	St.Dev. Bootstrap
	0.585
	0.259
	0.033
	0.180
	0.045
	2.754
	0.002
	0.034
	0.046
	 
	 
	 
	 

	1.0
	-0.945
	0.041
	0.074
	-0.871
	0.226
	5.591
	-0.004
	0.140
	-0.007
	0.755
	0.191
	0.201
	0.345

	CI95
	-2.167
	-0.501
	0.002
	-1.232
	0.125
	1.368
	-0.007
	0.062
	-0.113
	RMSE

	
	0.276
	0.583
	0.145
	-0.511
	0.327
	9.813
	0.000
	0.218
	0.100
	0.346

	Mean Bootstrap
	-0.900
	0.021
	0.076
	-0.873
	0.227
	5.277
	-0.004
	0.140
	-0.008
	
	
	
	

	St.Dev. Bootstrap
	0.600
	0.265
	0.034
	0.182
	0.047
	2.647
	0.002
	0.034
	0.046
	 
	 
	 
	 

	1.5
	0.202
	-0.354
	0.121
	-0.902
	0.244
	3.920
	-0.003
	0.151
	0.050
	0.766
	0.183
	0.197
	0.340

	CI95
	-0.918
	-0.885
	0.051
	-1.171
	0.151
	0.876
	-0.006
	0.077
	-0.053
	RMSE

	
	1.322
	0.177
	0.191
	-0.632
	0.338
	6.963
	0.000
	0.226
	0.153
	0.340

	Mean Bootstrap
	0.220
	-0.366
	0.123
	-0.899
	0.244
	3.570
	-0.003
	0.153
	0.052
	
	
	
	

	St.Dev. Bootstrap
	0.535
	0.249
	0.032
	0.149
	0.044
	2.181
	0.001
	0.032
	0.045
	 
	 
	 
	 

	2.0
	1.322
	-0.596
	0.146
	-1.135
	0.256
	5.934
	-0.002
	0.062
	0.037
	0.760
	0.181
	0.201
	0.342

	CI95
	0.103
	-1.133
	0.076
	-1.509
	0.155
	2.520
	-0.006
	-0.016
	-0.069
	RMSE

	
	2.541
	-0.059
	0.217
	-0.762
	0.356
	9.348
	0.001
	0.139
	0.143
	0.343

	Mean Bootstrap
	1.326
	-0.605
	0.148
	-1.126
	0.254
	5.554
	-0.003
	0.064
	0.040
	
	
	
	

	St.Dev. Bootstrap
	0.592
	0.242
	0.031
	0.212
	0.045
	2.476
	0.002
	0.037
	0.050
	 
	 
	 
	 

	2.5
	2.073
	-0.688
	0.152
	-1.420
	0.274
	7.051
	0.000
	0.021
	0.024
	0.753
	0.186
	0.207
	0.351

	CI95
	0.762
	-1.241
	0.080
	-1.867
	0.167
	3.683
	-0.004
	-0.059
	-0.086
	RMSE

	
	3.384
	-0.136
	0.225
	-0.973
	0.381
	10.420
	0.003
	0.102
	0.134
	0.351

	Mean Bootstrap
	2.074
	-0.677
	0.151
	-1.432
	0.275
	6.897
	0.000
	0.021
	0.025
	
	
	
	

	St.Dev. Bootstrap
	0.644
	0.256
	0.033
	0.254
	0.049
	2.327
	0.002
	0.039
	0.053
	 
	 
	 
	 

	3.0
	2.131
	-0.635
	0.144
	-1.484
	0.277
	6.874
	0.000
	0.037
	0.035
	0.746
	0.191
	0.223
	0.362

	CI95
	0.795
	-1.205
	0.070
	-1.932
	0.167
	3.632
	-0.003
	-0.046
	-0.078
	RMSE

	
	3.467
	-0.065
	0.219
	-1.036
	0.386
	10.116
	0.004
	0.120
	0.149
	0.363

	Mean Bootstrap
	2.142
	-0.624
	0.143
	-1.504
	0.278
	6.687
	0.000
	0.037
	0.036
	
	
	
	

	St.Dev. Bootstrap
	0.695
	0.264
	0.034
	0.304
	0.050
	2.657
	0.002
	0.043
	0.058
	 
	 
	 
	 

	3.5
	2.496
	-0.600
	0.138
	-1.761
	0.282
	8.245
	0.002
	0.046
	0.050
	0.744
	0.195
	0.238
	0.371

	CI95
	1.032
	-1.186
	0.061
	-2.313
	0.165
	4.770
	-0.002
	-0.042
	-0.069
	RMSE

	
	3.960
	-0.014
	0.214
	-1.209
	0.398
	11.721
	0.007
	0.133
	0.168
	0.372

	Mean Bootstrap
	2.541
	-0.600
	0.137
	-1.789
	0.282
	8.097
	0.003
	0.047
	0.051
	
	
	
	

	St.Dev. Bootstrap
	0.863
	0.284
	0.036
	0.422
	0.053
	2.995
	0.003
	0.046
	0.062
	 
	 
	 
	 

	4.0
	2.651
	-0.482
	0.116
	-1.953
	0.305
	8.841
	0.003
	0.021
	0.051
	0.741
	0.189
	0.252
	0.380

	CI95
	1.100
	-1.083
	0.037
	-2.563
	0.183
	5.324
	-0.001
	-0.069
	-0.071
	RMSE

	
	4.202
	0.119
	0.194
	-1.344
	0.427
	12.358
	0.008
	0.111
	0.174
	0.380

	Mean Bootstrap
	2.720
	-0.480
	0.115
	-2.000
	0.306
	8.767
	0.004
	0.021
	0.051
	
	
	
	

	St.Dev. Bootstrap
	0.993
	0.292
	0.037
	0.504
	0.058
	3.205
	0.004
	0.050
	0.066
	 
	 
	 
	 

	4.5
	2.967
	-0.358
	0.097
	-2.294
	0.296
	10.742
	0.006
	-0.014
	0.058
	0.737
	0.183
	0.260
	0.383

	CI95
	1.211
	-0.969
	0.018
	-3.073
	0.166
	6.770
	0.000
	-0.108
	-0.068
	RMSE

	
	4.722
	0.252
	0.176
	-1.514
	0.427
	14.714
	0.011
	0.080
	0.184
	0.384

	Mean Bootstrap
	3.181
	-0.357
	0.096
	-2.430
	0.302
	10.972
	0.006
	-0.020
	0.053
	
	
	
	

	St.Dev. Bootstrap
	1.359
	0.300
	0.038
	0.772
	0.064
	3.873
	0.005
	0.058
	0.073
	 
	 
	 
	 

	5.0
	3.633
	-0.334
	0.091
	-2.764
	0.299
	12.651
	0.009
	-0.061
	0.066
	0.731
	0.177
	0.269
	0.389

	CI95
	1.608
	-0.959
	0.011
	-3.750
	0.158
	8.308
	0.002
	-0.159
	-0.065
	RMSE

	
	5.657
	0.291
	0.171
	-1.779
	0.439
	16.993
	0.015
	0.038
	0.197
	0.390

	Mean Bootstrap
	4.041
	-0.339
	0.090
	-3.022
	0.307
	13.235
	0.010
	-0.069
	0.058
	
	
	
	

	St.Dev. Bootstrap
	1.817
	0.305
	0.038
	1.093
	0.070
	4.265
	0.007
	0.065
	0.080
	 
	 
	 
	 

	6.0
	3.837
	-0.311
	0.085
	-2.820
	0.301
	13.203
	0.007
	-0.145
	0.079
	0.721
	0.178
	0.282
	0.403

	CI95
	1.640
	-0.960
	0.017
	-3.913
	0.152
	8.502
	0.001
	-0.248
	-0.057
	RMSE

	
	6.034
	0.338
	0.168
	-1.727
	0.449
	17.903
	0.014
	0.042
	0.216
	0.404

	Mean Bootstrap
	4.651
	-0.361
	0.082
	-3.206
	0.330
	14.234
	0.008
	-0.204
	0.040
	
	
	
	

	St.Dev. Bootstrap
	2.415
	0.334
	0.041
	1.433
	0.085
	4.835
	0.008
	0.081
	0.092
	 
	 
	 
	 

	7.0
	3.980
	-0.328
	0.081
	-2.811
	0.316
	13.357
	0.006
	-0.197
	0.051
	0.712
	0.177
	0.292
	0.414

	CI95
	1.679
	-0.995
	0.004
	-3.956
	0.163
	8.443
	0.002
	-0.303
	-0.089
	RMSE

	
	6.281
	0.339
	0.167
	-1.664
	0.470
	18.271
	0.013
	-0.091
	0.191
	0.404

	Mean Bootstrap
	4.656
	-0.361
	0.082
	-3.209
	0.331
	14.238
	0.008
	-0.204
	0.040
	
	
	
	

	St.Dev. Bootstrap
	2.462
	0.336
	0.041
	1.462
	0.085
	4.856
	0.008
	0.081
	0.092
	 
	 
	 
	 

	8.0
	4.139
	-0.335
	0.077
	-2.879
	0.337
	13.486
	0.006
	-0.232
	0.015
	0.696
	0.183
	0.306
	0.427

	CI95
	1.731
	-1.024
	0.011
	-4.079
	0.178
	8.452
	0.002
	-0.342
	-0.129
	RMSE

	
	6.547
	0.353
	0.165
	-1.680
	0.497
	18.520
	0.013
	-0.123
	0.160
	0.428

	Mean Bootstrap
	5.417
	-0.370
	0.077
	-3.670
	0.357
	15.173
	0.010
	-0.248
	0.001
	
	
	
	

	St.Dev. Bootstrap
	4.025
	0.360
	0.042
	2.422
	0.097
	6.627
	0.013
	0.095
	0.107
	 
	 
	 
	 

	9.0
	3.918
	-0.339
	0.077
	-2.736
	0.342
	12.535
	0.005
	-0.241
	-0.025
	0.685
	0.186
	0.312
	0.434

	CI95
	1.633
	-1.038
	0.013
	-3.835
	0.183
	7.759
	-0.002
	-0.351
	-0.171
	RMSE

	
	6.204
	0.359
	0.166
	-1.636
	0.499
	17.311
	0.012
	-0.132
	0.121
	0.435

	Mean Bootstrap
	5.177
	-0.372
	0.076
	-3.514
	0.361
	14.125
	0.009
	-0.257
	0.039
	
	
	
	

	St.Dev. Bootstrap
	4.502
	0.371
	0.044
	2.721
	0.097
	6.744
	0.014
	0.097
	0.108
	 
	 
	 
	 

	10.0
	3.746
	-0.339
	0.074
	-2.612
	0.354
	12.019
	0.004
	-0.247
	-0.054
	0.673
	0.192
	0.317
	0.443

	CI95
	1.490
	-1.049
	-0.02
	-3.669
	0.195
	7.257
	-0.003
	-0.358
	-0.202
	RMSE

	
	6.002
	0.372
	0.165
	-1.555
	0.513
	16.782
	0.011
	-0.136
	0.094
	0.444

	Mean Bootstrap
	5.194
	-0.382
	0.074
	-3.482
	0.376
	13.476
	0.008
	-0.262
	-0.070
	
	
	
	

	St.Dev. Bootstrap
	6.571
	0.369
	0.043
	3.965
	0.111
	7.549
	0.019
	0.101
	0.112
	 
	 
	 
	 


APPENDIX B
Figure B1 – Residuals of logarithm of vertical PGA (a) for shallow and (b) deep events. In the upper panels, histograms of the number of data grouped according to the Log(PGAv) residuals for the BA2008 and SP87/AMB96 models. In the middle and lower panels, distributions of the Log(PGAv) residuals as a function of epicentral distance and magnitude, respectively.
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Figure B2 – Residuals of logarithm of horizontal PGV (a) for shallow and (b) deep events. In the upper panels, histograms of the number of data grouped according to the Log(PGVh) residuals for the BA2008 and SP87/AMB96 models. In the middle and lower panels, distributions of the Log(PGVh) residuals as a function of epicentral distance and magnitude, respectively.
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Figure B3 – Residuals of logarithm of vertical PGV (a) for shallow and (b) deep events. In the upper panels, histograms of the number of data grouped according to the Log(PGVv) residuals for the BA2008 and SP87/AMB96 models. In the middle and lower panels, distributions of the Log(PGVv) residuals as a function of epicentral distance and magnitude, respectively.
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Tables

	Table 1 - Recording site classification adopted for the stations not belonging to the territory of Catania province.

	Ground Type 
	Age
	EC8 class

	Volcanic rocks: andesite, basalt, phonolite, rhyolite
	Quaternary
	A

	Plutonic rocks: granite 
	Paleozoic
	A

	Marine Deposits: sandstones, conglomerates, clays, calcarenites, skeletal limestones
	Quaternary-Tertiary
	A

	Metamorphic rocks: gneiss, marble
	-
	A

	Metamorphic rocks: fillade
	-
	B

	Sediments, soft rocks, continental and flysch deposits
	Quaternary-Tertiary
	B


	Table 2 - Some ground motion predictive equations for PGA and PGV, well known in literature (S=0). For each, the area, the validity ranges in terms of magnitude and distance and the standard deviation are also reported. 

	Authors
	Area
	Range of Magnitude
	Range of Distance (km)
	Equation
	LogY

	Sabetta and Pugliese (1987) (SP87)
	Italy
	4.6 - 6.8
	1.5 - 180 (RJB)
	Log PGA (g) = -1.562+0.306M-Log(R2+5.82)1/2
	0.173

	
	
	
	
	Log PGV (cm s-1) = -0.710+0.455M-Log(R2+3.62)1/2
	0.215

	Ambraseys et al. (1996) (AMB96)
	Europe
	4 - 7.9
	0 - 260 (RJB)
	Log PGA (g) = -1.390+0.266M-0.922Log(R2+3.5)1/2
	0.250

	Frisenda et al. (2005) (FRI05)
	Northwestern Italy
	up to 5.1
	0 - 200 (RHy)
	Log PGA (g) = -3.190+0.870M-0.042M2-1.92Log (R)
	0.316

	
	
	
	
	Log PGV (m s-1) = -4.230+0.760M-0.018M2-1.56Log (R)
	0.293

	Massa et al. (2007) (MAS07)
	Central - Northern Italy
	2.5 - 5.2
	0 - 300 (RHy)
	Log PGA (g) = -3.2191+0.791M-1.7521Log(R) 
	0.282

	
	
	
	
	Log PGV (m s-1) = -4.1967+0.856M-1.727Log (R)
	0.248

	Emolo et al. (2011) (EMO11)
	Campania-Lucania Region (Southern Italy)
	1.5 - 3.2
	0 - 100 (RHy)
	Log PGA (m s-2) = -1.919+0.460M-1.428Log(R) 
	0.417

	
	
	
	
	Log PGV (m s-1) = -2.673+0.543M-1.463Log (R)
	0.347

	RJB is the Joyner-Boore distance
	
	
	
	
	

	RHy is the hypocentral distance 
	
	
	
	
	


	Table 3 - Coefficients of equation 5 (SP87/AMB96) for the prediction of PGA and PGV, both  horizontal (PGAh and PGVh) and vertical (PGAv and PGVv). CI95 indicates the confidence intervals at 95% confidence level.

	Shallow Events (SE)

	 
	a
	b1 
	c1 
	h 
	eB 
	eC 
	eD 
	eve
	sta
	T

	PGAh (cm/s2) 
	-1.183
	0.724
	-1.716
	1.541
	0.359
	-0.066
	0.378
	0.221
	0.225
	0.388

	CI95
	-1.529
	0.656
	-1.836
	0.717
	0.264
	-0.190
	0.248
	
	
	

	
	-0.838
	0.792
	-1.596
	2.366
	0.453
	0.058
	0.508
	
	
	

	PGAv (cm/s2)
	-1.095
	0.685
	-1.746
	1.235
	0.339
	-0.084
	0.432
	0.228
	0.215
	0.389

	CI95
	-1.433
	0.617
	-1.860
	0.468
	0.247
	-0.208
	0.304
	
	
	

	
	-0.758
	0.754
	-1.632
	2.002
	0.432
	0.040
	0.560
	
	
	

	PGVh (cm/s)
	-3.516
	0.989
	-1.535
	2.555
	0.445
	0.066
	0.406
	0.150
	0.226
	0.341

	CI95
	-3.843
	0.929
	-1.658
	1.567
	0.357
	-0.043
	0.286
	
	
	

	
	-3.188
	1.049
	-1.411
	3.544
	0.532
	0.175
	0.525
	
	
	

	PGVv (cm/s)
	-3.711
	1.000
	-1.484
	2.134
	0.460
	0.001
	0.442
	0.155
	0.209
	0.331

	CI95
	-4.019
	0.942
	-1.597
	1.219
	0.377
	-0.105
	0.328
	
	
	

	
	-3.403
	1.058
	-1.371
	3.049
	0.544
	0.107
	0.556
	
	
	

	Deep Events (DE)

	PGAh (cm/s2) 
	-0.749
	0.768
	-1.630
	8.186
	-0.122
	-0.137
	0.091
	0.162
	0.274
	0.400

	CI95
	-1.119
	0.729
	-1.815
	6.095
	-0.206
	-0.237
	-0.025
	
	
	

	
	-0.378
	0.808
	-1.446
	10.278
	-0.038
	-0.037
	0.208
	
	
	

	PGAv (cm/s2)
	-0.524
	0.743
	-1.750
	8.705
	-0.140
	-0.081
	0.086
	0.158
	0.248
	0.389

	CI95
	-0.896
	0.705
	-1.936
	6.711
	-0.222
	-0.178
	-0.028
	
	
	

	
	-0.153
	0.781
	-1.564
	10.699
	-0.059
	0.016
	0.200
	
	
	

	PGVh (cm/s)
	-3.266
	0.841
	-1.183
	5.613
	0.064
	-0.057
	0.170
	0.162
	0.232
	0.361

	CI95
	-3.548
	0.806
	-1.320
	3.633
	-0.009
	-0.147
	0.066
	
	
	

	
	-2.983
	0.877
	-1.046
	7.592
	0.137
	0.033
	0.273
	
	
	

	PGVv (cm/s)
	-2.857
	0.818
	-1.422
	8.224
	0.027
	0.004
	0.162
	0.170
	0.200
	0.345

	CI95
	-3.177
	0.784
	-1.582
	6.149
	-0.045
	-0.083
	0.061
	
	
	

	
	-2.537
	0.852
	-1.262
	10.299
	0.099
	0.090
	0.262
	 
	 
	 


	Table 4 - Number of data used as a function of epicentral distance.

	Etnean stations

	 
	SE
	DE

	Epicentral Distance (Ed)  (km)
	Number of data
	Number of data

	Ed ≤ 20
	555
	897

	20 < Ed ≤ 40
	77
	204

	40 < Ed ≤ 60
	3
	1

	60 < Ed ≤ 80
	0
	0

	80 < Ed ≤ 100
	0
	0

	Extra-Etnean stations

	Ed ≤ 20
	7
	2

	20 < Ed ≤ 40
	46
	82

	40 < Ed ≤ 60
	114
	208

	60 < Ed ≤ 80
	239
	410

	80 < Ed ≤ 100
	151
	212


	Table 5 - F Test for significance of contribution to the regression of added terms in the BA2008 model with respect to SP87/AMB96 model. The critical value of F for 5% (=0.05) level of significance is equal to 2.6 (from Davis, 2002) for 3 and ∞ number of degrees of freedom for the numerator and denominator, respectively.

	
	SE
	DE

	
	PGAh
	PGAv
	PGVh
	PGVv
	PGAh
	PGAv
	PGVh
	PGVv

	F-Test 
	4.34
	3.19
	3.14
	2.86
	6.00
	5.30
	8.49
	8.39


	Table 6 - AIC and BIC for peak ground motion parameters. In bold, values of the preferred model by AIC and BIC.

	 
	 
	SE
	DE

	 
	
	BA2008
	SP87/AMB96
	BA2008
	SP87/AMB96

	PGAh
	AIC
	-2152.4
	-2148.7
	-3567.7
	-3546.3

	
	BIC
	-2107.0
	-2118.4
	-3517.5
	-3512.8

	PGAv
	AIC
	-2146.7
	-2146.1
	-3687.8
	-3670.0

	
	BIC
	-2101.2
	-2115.8
	-3637.6
	-3636.5

	PGVh
	AIC
	-2451.6
	-2451.2
	-3979.6
	-3945.7

	
	BIC
	-2406.1
	-2420.9
	-3929.4
	-3912.3

	PGVv
	AIC
	-2520.2
	-2522.3
	-4180.3
	-4146.9

	
	BIC
	-2474.7
	-2492.0
	-4130.0
	-4113.4

	Table 7- Summary stastitics for 1000 trials. In bold the lowest values of RMSE. 

	 
	SE

	Peak Ground Parameter
	Model
	PGAh
	PGAv
	PGVh
	PGVv

	Average Bootstrap (±s.d.)
	BA2008
	0.3903 (±0.0118)
	0.3910 (±0.0119)
	0.3426 (±0.0077)
	0.3331 (±0.0083)

	
	SP87/AMB96
	0.3919 (±0.0110)
	0.3927 (±0.0115)
	0.3442 (±0.0077)
	0.3338 (±0.0088)

	Average Cross-Validation (± s.d.)
	BA2008
	0.3938 (±0.0153)
	0.3952 (±0.0152)
	0.3467 (±0.0101)
	0.3362 (±0.0114)

	
	SP87/AMB96
	0.3951 (±0.0150)
	0.3952 (±0.0153)
	0.3463 (±0.0099)
	0.3362 (±0.0112)

	
	
	PSA 0.1 Hz
	PSA 1 Hz
	PSA 2.5 Hz
	PSA 5 Hz

	Average Bootstrap (±s.d.)
	BA2008
	0.3502 (±0.0090)
	0.3528 (±0.0085)
	0.3316 (±0.0081)
	0.3920 (±0.0114)

	
	SP87/AMB96
	0.3514 (±0.0087)
	0.3536 (±0.0085)
	0.3337 (±0.0085)
	0.3956 (±0.0120)

	Average Cross-Validation (± s.d.)
	BA2008
	0.3553 (±0.0119)
	0.3563 (±0.0113)
	0.3351 (±0.0106)
	0.3966 (±0.0151)

	
	SP87/AMB96
	0.3536 (±0.0114)
	0.3558 (±0.0114)
	0.3354 (±0.0110)
	0.3965 (±0.0157)

	
	DE

	Peak Ground Parameter
	Model
	PGAh
	PGAv
	PGVh
	PGVv

	Average Bootstrap (±s.d.)
	BA2008
	0.3991 (±0.0073)
	0.3867 (±0.0078)
	0.3592 (±0.0077)
	0.3411 (±0.0076)

	
	SP87/AMB96
	0.4023 (±0.0075)
	0.3897 (±0.0076)
	0.3628 (±0.0079)
	0.3445 (±0.0080)

	Average Cross-Validation (± s.d.)
	BA2008
	0.4022 (±0.0097)
	0.3902 (±0.0105)
	0.3620 (±0.0098)
	0.3435 (±0.0105)

	
	SP87/AMB96
	0.4041 (±0.0097)
	0.3916 (±0.0104)
	0.3654 (±0.0103)
	0.3470 (±0.0106)

	
	
	PSA 0.1 Hz
	PSA 1 Hz
	PSA 2.5 Hz
	PSA 5 Hz

	Average Bootstrap (±s.d.)
	BA2008
	0.3403 (±0.0097)
	0.3446 (±0.0091)
	0.3503 (±0.0082)
	0.3892 (±0.0072)

	
	SP87/AMB96
	0.3434 (±0.0090)
	0.3478 (±0.0100)
	0.3553 (±0.0083)
	0.3931 (±0.0072)

	Average Cross-Validation (± s.d.)
	BA2008
	0.3448 (±0.0124)
	0.3475 (±0.0121)
	0.3530 (±0.0111)
	0.3925 (±0.0092)

	
	SP87/AMB96
	0.3466 (±0.0123)
	0.3487 (±0.0130)
	0.3563 (±0.0108)
	0.3941 (±0.0093)
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