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Abstract

We compare the results of two different approaches in Local Earthquake Tomography (LET) as applied to the Alban Hills volcano. The first approach is called the graded inversion approach in which we progressively focused towards the center of the volcano while decreasing the model grid spacing in subsequent inversions, optimizing gradually the velocity model. The second approach is called the normal approach in which the seismic arrival times were directly inverted using a 1D velocity model optimally representing the background structure. The target region, i.e. Alban Hills volcano (or Vulcano Laziale) is a Quaternary age volcano laying about 20 km southeast of Rome, Italy. A micro seismic network temporarily installed on and around the volcano during a quake swarm gathered the arrival time data that we used. In the normal approach, we used three different grid spacings (i.e. 2, 1.5, and 1 km) that provided detailed images of the volcano. The resolution analysis carefully performed on the model parameters allowed the determination of a more reliable final model that represented the best results for the velocity structure beneath the volcano. The inversion results attained with the graded approach were not satisfactory, as some small-scale heterogeneities were not properly detected as done by the inversion with the normal approach. The normal approach in fact revealed a horn shaped structure with a high velocity located beneath the volcano and a low velocity anomaly dominated the depths around 1-4 km in western side of the volcano. In general, the graded approach relative to the normal approach failed to detect the fine details of the volcano.
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          INTRODUCTION

The Alban Hills Volcano is a Quaternary volcano located along the Tyrrhenian margin of the Central Apennines (Figure 1). It contains high-K volcanic units, which were emplaced from about 0.7 Ma to 0.027 Ma (Fornaseri, 1985) during three main phases. In the first phase, more than 270 km3 of mainly pyroclastic flows erupted from a central cone during four separate eruptions, along with the formation of a large caldera by repeated magma collapse (SYMBOL 126 \f "Symbol"0.4 Ma) (Bertagnini at al., 1985; De Rita et al., 1988). The second phase, started inside the caldera with the building up of a second central cone (SYMBOL 126 \f "Symbol"0.30 Ma) (De Rita et al., 1988). The final activity, ending about 0.027 Ma, was characterized by strong phreatomagmatic explosions from several eccentric cones, mostly located on the western side of the volcano (De Rita et al., 1988).  The phreatomagmatic explosions were probably triggered by magma-water interaction during an intensive tectonic activity of the Tyrrhenian margin (Funiciello and Parotto, 1978). Shallow (1-2 km) refraction lines (Amato and Valensise, 1986) and gravity data (Toro, 1977), both indicate the presence of carbonate rocks. The Alban Hills have shown repeated seismic activity since Roman times. Several seismic swarms occurred over the last 300 years with a duration ranging from a few days to two years. A seismic swarm from April 1989 to March 1990 consisted of shallow seismicity (to a depth of 6 km), located beneath the western side of the volcano, where the phreatomagmatic eruptions (0.03 Ma) occurred. More than 3,000 events have been recorded by a local temporary network consisting of 13 digital stations, with an array width of approximately 15 km and 4 km station spacing (see Figure 1). 

Two LET studies with different approaches have been performed to compute the three-dimensional P-wave and S-wave velocity structure beneath the volcano by inversion of the data. In the first study, Chiarabba et al. (1994) obtained a 3D solution by applying a LET technique on the data with a graded approach, decreasing the model grid spacing in the subsequent inversion. Their results have revealed high velocity anomalies in the upper 6 km beneath the volcano. These anomalies have been interpreted as uplifted carbonate units. The second LET study carried out by Gökalp (1995) using a normal approach, directly inverting the data using a 1D model constructed with different grid spacing. The calculated images depict the existence of complex velocity variation beneath the volcano.  

The purpose of this article is to present the results from the LET study using a “normal approach”, to discuss the results of the inversion results with two different approaches and to determine which calculated model is more reliable by analyzing the model results.

DATA AND METHOD 

To create the image of  the crustal structure beneath the volcano, 163 earthquakes were selected from more than 3,000 recorded with at least 12 arrival times (both P and S) and with hypocentral location errors of less than 2 km in horizontal and vertical directions. The final data set for the inversion consisted of 1314 P-wave and 1185 S-wave arrival times. The data is weighted according to the accuracies inferred from the signal to noise ratio of the seismic signals. The weights from 1 to 0.25 were applied for reading errors ranging from 0.01 sec to 0.05 sec for the P-wave, and to 0.1 sec for the S-wave. The data is also weighted according to the travel-time residuals and source-receiver distance since the algorithm of the ray tracing is less accurate at large distance (Eberhart-Phillips, 1990). Travel times for large distance with high residuals have very low weight in the inversion. It was decided to assign full weight (1.0) for the arrivals with epicentral distances shorter than 10 km and decreasing weights from 1.0 to 0.0 for the arrivals with an epicentral distance between 10-20 km and arrivals beyond 20 km were not used. Similarly, full weight was assigned to arrivals with travel-time residuals less than 0.2 sec and linearly decreasing weights (i.e. from 1.0 to 0.0) to the residuals between 0.2 and 1.0 sec. Travel-time residuals greater than 1.0 sec were removed.

The technique of Local earthquake tomography (LET) is a widely used inversion method, first introduced by Crosson (1979) and Aki and Lee (1976) then developed by Thurber (1983) and modified by Eberhart-Phillips (1986) to include S-wave arrival times. It has been used successfully in numerous volcanic regions. The P and S wave arrival times were inverted by applying a classical damped least squares algorithm. According to the basic assumption of LET, the arrival times of P and S wave are connected to the source location and velocity of the medium that the seismic rays have traveled through. The highly nonlinear problem is solved iteratively by computing several inversions linearized with respect to a starting estimate of model parameters, and simultaneously updating the hypocentral and the model parameters. The velocity model is parameterized by using a 3D grid mesh and continuously defined by linearly interpolating the value assigned to the nodes in the grid mesh. In each iteration, velocity adjustments were multiplied by a damping parameter to suppress large model changes, which occur for near-zero singular values. The damping parameter was determined by performing a series of one-iteration inversions using different damping values and choosing the value which minimized the data variance while only moderately increasing model variance.

Several papers have been written on LET applications in different geologic domains      SYMBOL 91 \f "Symbol"Eberhart-Phillips, 1993SYMBOL 93 \f "Symbol". Therefore, detailed methodological formulation of the technique, referring to the extensive literature available, will not be given, [Thurber, 1983; Menke, 1989; Eberhart-Phillips, 1990; Thurber, 1993].

Analyzing the resolution matrix generated by the inversion verifies the quality of the resulting images and ensures that the computed models are reliable.
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Where G is the kernel of the partial derivatives, SYMBOL 113 \f "Symbol"2 is a damping factor, which minimizes large perturbations due to the small eigenvalues of G, and ( is the identity matrix. The resolution matrix shows how the velocity parameter adjustments are averaged over the volume, which parts of the model are well illuminated by ray paths, and the scale of the structures that can be resolved. In other words, the resolution matrix maps the true model over the estimated one which is an averaged version of the true model where the averaging kernel is the resolution matrix.

In order to analyze the full resolution matrix, the spread function, Sp, which represents the spread of R relative to the diagonal element for each parameter and the average vector of R at each parameter must be calculated and analyzed (See Menke, 1989; Toomey and Foulger, 1989; Chiarabba et al., 1995). A well-resolved node presents a compact vector (a small volume centered in the node) and its spread function has a low value as given by the following equation;
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where rp is the averaging vector of the p th. parameter, Rpq is an element of the resolution matrix, and w(p, q) is a weighting function that corresponds to the linear distance between nodes in the grid (Menke, 1989). If the off-diagonal elements are to 0, the average vector has a more compact shape indicating perfect resolution. A joint analysis of the spread function and averaging vector for each parameter is required to investigate the averaging of velocities through the medium, and the directional smearing of anomalies (Toomey and Foulger, 1989; Chiarabba et al., 1995b). Resolution is affected by the data kernel and ray density can be quantified by calculating the derivative weight sum (DWS) (Toomey and Foulger 1989); Arnott and Foulger, 1994). The DWS gives a more realistic assessment of ray density than a simple hit count of the number of rays passing near to a node because each ray is weighted by its distance to the node.

3-D Velocity Model with Graded Inversion

Chiarabba et al. 1994, used a graded inversion scheme,  where successive inversion carried out decreasing the grid spacing from a coarse (grid spacing of 7.5 km) to fine grid (grid spacing of 2 km) on the best sampled crustal volume. In the graded inversion, the model calculated at each step is used as the input model for the following inversion. The one dimensional (1D) starting model was derived from geological information, using 4 layers at 1, 2, 6 and 9 km depths and improved by performing several inversions with different velocity values for the grid points. For both the 1D and each step of the 3D inversion, the same damping factor (200)  was selected by performing a trade-off analysis of the data and the model variances, and was used in the damped least squares inversion.

Three successive inversions were carried out using the models with grid spacing of 7.5 km, 5 km, and 2.5 km. The final inversion results reveal mainly high velocity anomalies mostly appearing in the east and west parts of the volcanic area. There is a small low velocity anomaly beneath the youngest volcanic cones on the western side of the volcano. The resulting high velocity anomalies are interpreted as uplifted carbonate units, possibly thermally metamorphosed at depth due to the proximity of a cooling shallow magma chamber in the western and youngest side of the volcano.

The resolution analysis and synthetic test have been shown that the central part of the model is a well sampled and well-resolved area, whereas the periphery nodes are under sampled and poorly constrained (Chiarabba et al., 1994). 

3D Velocity Models from the Inversion with Normal Approach

A new LET study with a normal approach was performed on the same data set, which was used in the former study (Chiarabba et all. 1994) by Gökalp (1995). In this study, the arrival times of local earthquakes have been directly inverted using 1D models constructed with different denser grid spacings (2 km, 1.5 km, 1 km) than those in the previous study in order to investigate beneath the volcanic area in more detail. So, three independent velocity models (Model A, Model B and Model C) were obtained from the three inversions. The optimal 1D initial model was constituted from the former study. The initial P wave velocities were taken in layers at 1 km, 2 km, 6 km and 9 km depths to be 3.0 km/s, 4.3 km/s, 5.0 km/s and 6.0 km/s, respectively. Although both P wave and S wave arrival times were used in the inversion, S velocity nodes in the models were fixed during the inversion due to vagueness of the S wave arrival times. The selection of a suitable damping parameter was carried out by a trade-off analysis between data and model variance for the all models. Three kinds of trade-off analysis was performed between model and weighted P+S data, weighted P data and unweighted P data variance.

Figure 2 shows the trade-off curves between weighted P+S data and model variance for the all models. The trade-off curves for Model B and Model C are somewhat similar and have an oscillating curve, whereas the curve for Model A is smoother. A damping factor of 70 was selected from the analysis of the trade-off curve for Model A.

The inversion results of Model A with a grid spacing of 2 km are shown in Figure 3.a. The horizontal layers are located at 1km, 2km, 4km and 6 km depths. In layer 1 (1 km depth), two high velocity anomalies appear near the southeastern and northwestern parts of the caldera rim and close to each other in layer 2 (2 km depth). In layer 3 (4 km depth), the anomalies are connected. There are also low velocity anomalies in the central and southwestern part of the volcanic area, in particular beneath the youngest volcanic craters (Nemi and Aricia craters). In the last layer (6 km depth), there is no velocity variation. Figure 3b shows two vertical cross sections through the center of the model along arbitrary selected lines A-B and C-D for the P wave velocity change relative to the 1D initial model. These sections indicate both high and low velocity anomalies at depth.

The reliability of the image obtained from tomographic inversion can be displayed by mapping indicators of the quality of the data, such as hit count and derivative weighted sum (DWS). The spread function is an important indicator of the resolution of the images resulting from the inversion. The indicator of spread function values for the Model A are shown in the Figure 4.

In Model B with a horizontal grid spacing of 1.5 km, the layers are located at 1 km, 2 km, 4 km, 6 km depths as in Model A. Since, no velocity variation was observed in the layer at 6 km depth, all nodes in this layer have been fixed in the inversion. The calculated trade-off curve for Model B is shown in Figure 2b.   A damping parameter of 30 was selected from the evaluation of the curve. The same velocity anomaly pattern is present in the calculated results of Model B (Figure 5a, b). The high velocity anomalies are represented by a dense anomaly pattern compared to Model A due to the use of more nodes.  In order to more easily  investigate the recovered anomaly pattern on the layers from 3D inversion for Model B, depth sections of percentage P-wave velocity change were calculated for both constant latitude and longitude. Figure 6 and 7 show the S-N longitude and W-E latitude vertical depth sections of percentage P wave velocity change relative to 1D initial model for Model B, respectively. The light color circles in the sections show the nearby hypocenters of the events. Variations of the observed high and low velocity anomalies in the tomographic sections can be seen in all sections in 3D volume. On the vertical cross sections, a horn shaped high velocity body is seen to exist beneath the caldera. One branch of the horn shaped high velocity body is located in the northwestern rim of the caldera; the other is located in the southeastern section at a shallow depth. The root of the body is located at deeper depths. Figures 8, 9 and 10 show the spread function values in the layers, constant latitudes and longitudes vertical depth sections of spread   function for the Model B.

Model C was constructed using a grid spacing of 1.0 km; therefore it has the most grid nodes (226 nodes). It samples a narrower area than Model B covering more detail. As with Model B, the layers are located at 1 km, 2 km, 4 km, 6 km depths and last layer remains fixed during the inversion. A damping parameter of 7 was chosen from the calculated trade-off curve (Figure 2c). The inversion result of Model C shows that same high and low velocity anomaly patterns at the same locations seem denser and more detailed as (Figure 11). In addition to same anomaly pattern, a high velocity anomaly is located in the north part of the model and it also exists in Model B just beneath the northern station. This anomaly may be due to ray paths, which are approximately parallel to each other between stations, the earthquakes in the northern region or the use of a small damping parameter (7), which may be not a suitable for the inversion because of artificial fluctuations in the results. Inversion was also performed using a higher damping parameter (20, 30) in order to see changes in the results. The results confirmed that the same anomaly patterns were recovered at the same locations as in previous models with less anomaly fluctuation. Figure 12 shows spread function values in the layers for Model C.

The comparison between the root-mean-square (RMS) values computed from the 1D starting velocity model and the 3D heterogeneous velocity model shows that an important improvement in hypocentral determination has resulted in a 3D heterogeneous model obtained from tomographic inversion. For a great number of the events, an important reduction in RMS was obtained using a 3D model in the relocation of the events. Only a few events particularly located in north part of the model have higher RMS values than expected. One possible reason is that the nodes in the north part of the model remained fixed during the inversion due to lower ray density and inadequate ray path distribution; therefore, the velocity values of the nodes in this region do not change whereas there are changes in the values of the nodes in the well-sampled central region during the iterations.

Resolution Analysis

From the investigation of hit count and DWS values of all three models, the nodes located in the central part of the model are fairly well resolved but the others are poorly resolved and thus are kept fixed during the inversion for all three models. Furthermore, the well-resolved area of the model is largest in the first layer, but decreases in size in the lower layers. The spatial resolution decreases with smaller grid spacing in the models, so Model C has the lowest spatial resolution from the evaluation of the hit count and DWS distributions for the models. From the comparison of the spread function values for all models, it can be concluded that the best resolution (lowest spread value <1.5) was obtained for nodes in the shallow layers in the models and although there is little difference in resolution in the all three models, but Model B has slightly better resolution due to having lower spread function values. Generally, the observed main anomalies (horn shaped high velocity and low velocity anomalies) in all models were recovered in good resolution corresponding to the well-resolved areas of the models.

Table 1 compares and evaluates the two inversion results from the graded inversion (Chiarabba at al. 1994) and the non graded inversion (Gökalp, 1995). For the non graded inversion results, much more variance reduction was obtained with Model A, Model B and Model C. The final RMS values for all three models are almost half of values obtained by graded inversion. For this reason, the Model A, Model B and Model C explain the data better than the model obtained from the graded inversion.

DISCUSSION AND CONCLUSION

A detailed three-dimensional P wave velocity structure in the Alban Hills Volcano was obtained by the inversion of local earthquake travel-time data with a normal approach (non graded inversion). The three initial models used in the inversion consisted of four constant-velocity layers with different grid spacing (2 km, 1.5 km, 1.0 km). The damping parameter for the inversion was chosen by analyzing three types of trade-off curves constructed from multiple one step iterations for various different damping parameters. Resolution analysis confirmed the reliability of general features of the imaged velocity distribution.

The study with normal approach reveals the presence of a complex velocity structure beneath the volcano at 1 to 4 km depths. Lower velocity anomalies are dominant in the central part and southwestern part corresponding to the section beneath youngest volcanic cones. Two high velocity anomalies were located in the northwestern and the southeastern parts of the calderas (in the first and second layer at 1 km and 2 km depths) and were connected to each other in the third layer at 4 km depth. Since, there were no velocity changes in the last layer located at 6 km depth, all nodes in this layer remained fixed during the inversion. On the other hand, results of teleseismic tomography (Cimini, G. B., at al. 1994) revealed a low-velocity region, perhaps indicating still hot magma or partially molten material, more than 6 km beneath the youngest craters (Nemi and Ariccia) and a high-velocity region, probably a solidified magma body, beneath the older central volcano caldera. 

The non-graded inversion results are generally consistent with the results of Chiarabba at al. (1994) and it shows two high velocity anomalies located at the same place in both results. Furthermore, tomographic images from non-graded inversion revealed the presence of a horn shaped high velocity structure beneath the calderas, probably resulting from older magma conduits or dikes. Whereas the bird shaped high velocity anomaly is dominant in their results, it does not appear in the results of non-graded inversion. This is probably a result of the graded inversion technique itself. The model obtained  using coarse grid spacing (7 km) in the first step of the graded inversion mainly show the effects of carbonate rocks that dominant the region, appearing as a bird shaped high velocity anomaly. This is probably due to using high damping parameter (200) in the inversion. This dominant high velocity pattern in the first step can influence the results of other successive inversions. Consequently, the final model with a grid spacing of 2 km resulted from the graded inversion cannot show the effects of small velocity structures determined by the non-graded inversion beneath the volcano. This is also due to the use of the using same damping parameter (200) in all successive inversion with graded approach.

The calculated trade-off curves between model and data variance for the models of non-graded inversion show an interesting oscillating zigzag shape in contrast to the expected ideal curves. This feature may be due to the use of a denser grid spacing (2 km, 1.5 km, 1 km) compared to the approximate station spacing of 4 km. The trade-off curves have also been constructed using a number of damping parameters varying in scale.

An important improvement in hypocentral determination was obtained in the 3D solution of the non graded inversion, where the errors are less than 0.6 km. Smaller RMS residuals for the earthquakes were obtained using the 3D model (Model B) with a grid spacing of 1.5 km in relation to the two other 3D model resulting from non graded inversion. It is also better than those for the final model of the graded inversion.

On the basis of the resolution analyses, the model with a grid spacing of 1.5 km (Model B) appears to be the best to represent the velocity structure beneath the volcano. Figure 13 depicts 3D exaggerated perspective views of Model B. A much more accurate and detailed P wave tomographic image of the Alban Hills Volcano has been determined by non-graded inversion. The horn shaped high velocity anomaly may be related to solidified dikes originating from the deep magma body. The low velocity anomalies detected in the southwestern side of volcano that correspond to the latest phreaomagmatic activity of the youngest volcanoes, may be due to the partial melting or a temperature increase created by a deep, cooling magma chamber beneath the modeling volume in western side of volcano. 
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Table 1. Convergence history for the Models A, B, and C during 3-D inversion and comparison with the results obtained by the graded inversion.

	INVERSION
	Total Nodes
	Iteration Steps
	Damping Parameter
	 Number of Inverted Nodes
	Variance Reduction    (in percent)
	Final Variance    (s2)
	Final

 RMS

 (s)

	  Model A
	174
	6
	70
	123
	52.44
	0.00792
	0.05024

	  Model B
	218
	5
	30
	141
	53.32
	0.00723
	0.04971

	  Model C
	492
	3
	7
	226
	53.31
	0.00744
	0.04646

	Graded Inversion
	Grid spacing  (km)
	
	
	
	
	
	

	
	7.5
	
	200
	52
	48.0
	
	0.13

	
	5.0
	
	200
	94
	46.0
	
	0.12

	
	2.0
	
	200
	275
	46.0
	
	0.11


FIGURE CAPTIONS

Figure 1 Map showing Alban Hills Volcano and surroundings area as craters, central cone and caldera rim (thick solid line). Epicenters (solid white circles) of the 1989-1990 seismic swarm located by the local seismic network (solid triangles). Hatched area denotes the study region and the grid net used in the inversion. The study area is also shown by rectangles in the small map of Italy lower left.

Figure 2. Trade-off curves between variances of the model and P+S data weighted for (A) Model A (for a grid spacing of 2 km), (B) Model B (for a grid spacing of 1.5 km) and (C) Model C (for a grid spacing of 1.0 km), respectively. The trade-off curves are determined after the application of different damping values.

Figure 3.a.  Horizontal percentage P-wave velocity change relative to 1D initial model (Model A). The gridspacing is 2 km in horizontal directions. A thick solid line delineates the caldera rim, the central cone and the phreatomagmatic centers. The circles and triangles in the layers show the nearby epicenters of relocated events, which are projected on, and stations, respectively. The dark and light colors show increase and decrease in velocity, respectively. Crosses mark the grid nodes of the 3D inversion scheme.

Figure 3.b.Two vertical cross sections of percentage P-wave velocity change relative to 1D  initial model along the lines A-B and C-D in the first tomographic section (the layer at 1 km) for Model A.

Figure 4. Spread function values in the layers for the Model A.

Figure 5.a. Horizontal percentage P-wave velocity change relative to 1D initial model (Model B). The grid spacing is 1.5 km in a horizontal direction.

Figure 5.b.Two vertical cross sections of percentage P-wave velocity change relative to 1D initial model along the lines A-B and C-D in the first tomographic section (the layer at 1 km) for Model B.

Figure 6. S-N vertical depth sections of percentage P-wave velocity change along the profiles of constant longitudes selected at equal degrees for Model B. The constant longitudes values are shown at the top of each section.

Figure 7. W-E vertical depth sections of the percentage P-wave velocity change along profiles of the constant latitudes selected at equal degrees for Model B. The constant latitudes values are shown at the top of each section.

Figure 8. Spread function values in the layers for Model B.

Figure 9. W-E vertical depth sections of spread function values along the profiles of constant latitudes for Model B.

Figure 10. S-N vertical depth sections of spread function values along the profiles of constant longitudes for Model B.

Figure 11. Horizontal percentage P-wave velocity change relative to 1D initial model (Model C).  The grid spacing is 1.0 km in horizontal direction.  

Figure 12. Spread function values in the layers for Model C.

Figure-13. Three-dimensional exaggerated perspective views of the layers in Model B.
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Fig-3.b
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