
1 

 

Source parameter estimation after attenuation correction through the use of Q 

tomography 

 

 

 

 

 

 

 

 

 

Pasquale De Gori (corresponding author): pasquale.degori@ingv.it 

INGV, via di Vigna Murata 605, 00143, Rome. 

 

Francesco Pio Lucente: pio.lucente@ingv.it 

INGV, via di Vigna Murata 605, 00143, Rome. 

 

Claudio Chiarabba: claudio.chiarabba@ingv.it 

INGV, via di Vigna Murata 605, 00143, Rome. 

 

 

  

Manuscript Click here to access/download;Manuscript;Manuscript.docx



2 

Abstract  

 

The measurement of earthquake source parameters is affected by large uncertainties, and different 

approaches lead to large variability in results. One crucial aspect is the trade-off between attenuation 

(Q) and corner frequency (ƒc) in spectral fitting: the source corner frequency, inversely proportional 

to the fault size, can be severely masked by attenuation and site effects. In this paper we describe a 

method to solve the trade-off based on the fit of displacement spectra to find the source characteristics 

(corner frequency, ƒc and the signal moment Ωo) and the single station attenuation operator (t*), in 

addition to the site response. We follow a parametric approach based on the use of 3D Q seismic 

tomography  and  a  bootstrap–based  method  for  selecting  the  best  spectra  fit.  The  correction  of 

attenuation with synthetic values derived by 3D attenuation tomography efficiently deals with the 

trade-off between source and path terms, leading to small uncertainties in the determination of source 

unknowns (ƒc and signal moment Ωo), thus yielding constrained estimates of source parameters for 

low- to medium-magnitude earthquakes. 

We show an application to the Emilia 2012 seismic sequence, for which we computed the source 

parameters for 1240 aftershocks (from an initial data-set of 1748) with local magnitude ranging from 

2.0 to 4.7 by using the spectral fit from P and S waves. About 80 % of stress drop estimations are 

characterized by relatively low uncertainties (within 20% of the estimated values), with maximum 

values of about 40% for the remaining 20%. The attenuation correction  is effective to determine 

source parameters for small magnitude earthquakes, hence we obtain reliable estimates of source 

parameters  for  the  entire  aftershock  sequence.  This  approach  gives  the  opportunity  to  infer  the 

mechanical  state  of  a  complete  fault  system  by  taking  advantage  of  the  larger  number  of  low 

magnitude events (with respect to the largest ones) that always follow a major earthquake. 

 

 

Introduction 

 

The determination of seismic source parameters (seismic moment, source dimension, stress drop) 

play an important role in studying earthquake physics, for example to define fault interaction or to 

predict the ground shaking (i.e Boore 1983). Following the basic theoretical relationship that relates 

static stress drop to seismic moment and source dimension (Eshelby, 1957; Brune, 1970; Kanamori 

and Anderson, 1975), their computation may appear a trivial task. However, reliable estimation of 

source parameters remains problematic, leading to controversial assumptions about the source scaling 

of earthquakes. It is commonly accepted that, for large earthquakes, seismic moment scales with fault 

dimension  and  stress  drop  remain  almost  constant  (Aki,  1967;  Stein  and  Wysession,  2002). 
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Conversely,  for  small-  to  moderate-size  events,  different  views  have  been  argued.  Some  authors 

suggested that stress drop increases with the size of earthquakes (e.g. Mayeda and Walter, 1996; 

Mayeda et al., 2007) while others conclude that self-similarity holds even for small magnitude events 

(e.g  Abercrombie,  1995;  Imanishi  and  Ellsworth,  2006).  Therefore,  a  large  variability  persists  in 

source parameter studies that arise from the determination of source dimensions and the correction 

of the observed signal for attenuation and site effect. 

In fact, in the far field approximation, the observed seismograms or, equivalently, the shape of the 

observed spectral amplitudes, are the results of the interaction of three contributes: i) the source, ii) 

the along-path attenuation and iii) the site response (i.e. Stein and Wysession, 2002). 

To perform source analysis, the observations (seismograms or spectra) must be “cleaned” of terms ii) 

and iii) and, under the assumption that the shape of the fault is rectangular or circular (Kanamori and 

Anderson, 1975), the event seismic moment, the source dimension and the static stress drop (called 

static source parameters) are usually computed.  

One big problem in obtaining reliable measurements deals with the correction for path attenuation 

and site response that are in trade-off with source terms (Boatwright et al., 1991; Ko et al., 2011; 

Zollo  et  al.,  2014;  Abercrombie  2021).  Different  approaches  are  adopted  to  address  this  issue. 

Abercrombie (2021) made a wide and complete review of all the methods currently used to face this 

problem and to estimate source parameters, describing the assumptions and the limitations of each 

method. 

Here, we synthesize some crucial aspects for a comparison with the methodology we adopted. 

One strategy in use to correct path, site and the frequency dependence of attenuation relies on the 

Empirical Green Function (EGF) from seismic events with similar locations (e.g. Hough 1997; Hough 

2001; Ide et al., 2003; Imanishi and Ellsworth 2006). Given a couple of events, close in space but 

with a considerable difference in magnitudes (see for details Abercrombie 2021), the smallest event 

acts as EGF for the more energetic one. This approach requires that earthquakes are co-located and 

significantly  different  in  size  (Abercrombie,  2015,  2021),  with  impact  on  the  applicability  for  a 

limited dataset of events. Further applications of EGF methods are based on the spectral stacking of 

large number of events occurred in clusters or at larger scale to isolate the source terms (e.g. Prieto et 

al., 2004; Shearer et al., 2006; Allmann and Shearer, 2007; Trugman and Shearer, 2017). Generally, 

the removal of path effects with spectral ratio requires some assumption on attenuation homogeneity 

within the rock volume.  

Recently, Yoshimitsu et al., 2019 (hereinafter YEA), proposed a method based on the coda wave 

spectral ratios between a large magnitude event and a small event acting as EGF. The stacks of all 

the spectral ratios are used to extract the two corner frequencies of the couple of events and their 



4 

moment ratio. This method gives robust estimation of stress drop and reliable uncertainty 

measurements. 

 

An alternative approach is to filter the path and site terms by a spectral inversion scheme, using either 

a  non-parametric  or  parametric  approach.  The  main  difference  is  the  correction  used  for  the 

attenuation term. In a non-parametric scheme, the attenuation term is computed by a model that, for 

each analyzed frequency, consists in a smooth function of distance obtained by inverting the spectral 

observations (e.g., Bindi et al., 2004; Oth et al., 2008; Oth et al., 2011, Picozzi et al., 2017). In the 

parametric  approach,  the  attenuation  and  the  source  model  are  used  as  a-priori  information  (e.g. 

Edwards et al., 2008). The attenuation term is computed in a three-dimensional tomographic model 

that constrain the geometry and the spatial variability of the Q structure (Rietbrock, 2001, Edwards 

et al., 2008; Koulakov et al. 2011) leading to more realistic attenuation corrections with respect to a 

uniform Q model (Lees and Lindley, 1994; Tsumura et al., 2000; Rietbrock, 2001).  

 

In this paper, we developed a methodology that follows this latter parametric approach, where, in a 

multi-step calculation scheme, the output of each step is used as input for the next step. 

The first part of our procedure relies on the fit of P- and S-waves observed spectra as described in 

Stachnick et al. (2004), where all the spectra of one event are simultaneously used to find the source 

characteristics (ƒc and seismic moment) and single stations attenuation decays. In the second part, we 

compute  a  3D  attenuation  structure  for  P-  and  S-waves  by  using  a  3D  velocity  model  and  3D 

earthquake  locations  as  described  in  Rietbrock  (2001).  In  the  last  part,  the  attenuation  factors 

computed in the Qp and Qs tomographic model are used to correct the spectra and to find the source 

parameters by using P- and S-waves separately.  

Furthermore, we compare our S-wave ƒc estimations with those derived by applying the method of 

YEA, where coda wave spectral ratios are used.  We apply both our method and the YEA method to 

the  aftershocks  sequence  of  the  2012  Emilia  earthquakes  (Scognamiglio  et  al.,  2012)  using  the 

seismograms recorded at local distances by the permanent and temporary stations deployed in the 

epicentral area (Govoni et al., 2014). 

 

 

 General Formulae from Theory 

 

The far field velocity spectrum, Vij(f), observed at a station (i-th) from the earthquake j-th is the result 

of different physical processes occurring at the source, along the ray-path and at the recording site. 
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These different contributions in the frequency domain are expressed by multiplicative terms (e.g., 

Scherbaum, 1990): 

 

𝑉𝑖𝑗 (𝑓 ) = 2𝜋𝑓 ∙ 𝑆 𝑖 (𝑓 ) ∙ 𝐴𝑖𝑗 (𝑓 ) ∙ 𝑅𝑗 (𝑓 ) ∙ 𝐼𝑗 (𝑓 )       (1) 

 

where S i is the source spectrum of the i-th event; A ij is the attenuation term; R j is the site response 

dependent on the shallow geology structure beneath the recording site; I j is the instrument transfer 

function in terms of poles and zero, used to correct all seismograms for the instrumental response. 

The term 2𝜋𝑓  is a factor needed to express the velocity spectral amplitudes. 

 

The displacement source spectrum in the far field approximation is: 

 

𝑆𝑖 (𝑓 ) = 𝛺 0 ∙ 𝑓 𝑐
𝛾

𝑓 𝑐
𝛾 +𝑓 𝛾       (2) 

 

where 𝛺0  represents the low frequency level depending on the seismic moment (Aki, 1967), ƒc is the 

source corner frequency which is inversely proportional to the source dimension; gamma quantifies 

the source spectral decay at frequencies higher than ƒc. In this study we set the spectral fall-off equal 

to 2 (see paragraph below). 

 

The attenuation term, quantifying the attenuation along the ij-th ray path, is: 

 

𝐴𝑖𝑗 (𝑓 ) = 𝑒𝑥𝑝 [−𝜋𝑡 ✷𝑓 (1−𝛼 ) ]   (3) 

 

where: 

 

t*  is  the  ratio  between  travel-times  and  quality  factor  Q  and  depends  from  the  velocity  and  the 

attenuation  structure  of  the  medium  traveled  by  seismic  energy; 𝛼  quantifies  the  dependency  of 

quality factor Q from frequency and assumes values from 0 to 1.  

In  agreement  with  previous  studies  (Adams  and  Abercrombie,  1998;  Rietbrock,  2001),  for  lower 

magnitude events (higher frequencies) we found a weak to null dependence of Q from the frequency, 

while  for  the  class  of  largest  magnitudes  (ML  4.0-5.0)  a  dependency  of  Q  from  the  frequency  is 

observed (see the Figure S1 in the Supplemental Material, and its description for further details). 

In this study we chose to set 𝛼 = 0.0, i.e. consider Q frequency-independent, because the vast majority 

of the analyzed events belongs to the lower magnitude classes 2-3 and 3-4 (see Table 1): we are 
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therefore confident that setting 𝛼= 0 is a licit assumption as already stated in previous studies based 

on  spectral  modeling  and  attenuation  tomography  (e.g.  Boatwright  et  al.,  1991;  Rietbrock,  2001; 

Edwards et al., 2008). Furthermore, the use of frequency-dependent Q (i.e. varying the 𝛼 values) 

would imply several attenuation models (e.g. Koulakov et al. 2011), resulting into a complexity which 

is beyond the scope of this work. 

 

Inserting in equation (1) the terms expressed by (2) and (3), the observed spectrum, corrected for 

Ij(ƒ), may be expressed as: 

 

𝑙𝑜𝑔 10 [𝑉𝑖𝑗 (𝑓 )
2𝜋𝑓 ] = 𝑙𝑜𝑔 10 [𝛺0 ] + 𝑙𝑜𝑔 10 [ 𝑓 𝑐

𝛾

𝑓 𝑐
𝛾 +𝑓 𝛾 ] − 0.434 ∙ 𝜋 ∙ 𝑡 ✷[𝑓 (1−𝛼 ) ]   (4) 

 
We refer to this equation to describe the modeling methodology. Using all the spectral observations 

for a seismic event, we find a common source corner frequency ƒc and, for each single station, the 

attenuation operator (t*) and low frequency level (𝛺0). This approach has been previously introduced 

by Stachnik et al., 2004 and applied to P- and S-waves spectra of subduction seismic events.  

The estimated values of these unknowns (ƒc, t*, 𝛺0) for P and S waves spectra, are subsequently used 

to compute the source parameters assuming the circular crack model of Brune (1970). We compute 

the seismic moment (𝑀0), the fault radius (r) and static stress drop (𝛥𝜎) by the following relations: 

 

𝑀0 = 4𝜋𝜌𝑉 𝑆
3𝐷𝛺0

𝐹 𝑅𝜗𝜙
       (5) 

 

𝑟 = 𝐾𝑝,𝑠 (𝑉 𝑆 )
𝑓 𝑐 𝑃𝑆

              (6) 

 

𝛥𝜎 = 7
16

𝑀0
𝑟 3               (7) 

 

 

Assuming that, in these equations, the same letters have the same physical meaning, as in equation 

(5), 𝛺0  is the low frequency level of the displacement spectrum of the analyzed phases,  D is the 

epicentral distance, 𝜌 and Vs are the density and S-wave velocity of the medium, respectively. R is 

the average radiation pattern coefficient equal to 0.52 and 0.62 for P- and S-waves respectively (Boore 

and Boatwright, 1984), F is the free surface amplification set to 2. In equation (6) Kp,s is a constant 
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that depends on the adopted circular model and according to the Madariaga model its value is 0.32 

and 0.21 for P- and S-waves, respectively (Madariaga, 1976). 

To  compute  the  error  on  stress-drop  determinations  we  account  for  the  errors  related  to  all  the 

variables that enter in equation (7). Thus, the error on the seismic moment (or low frequency level as 

in equation (5)) and seismic radius (function of ƒc) are the input for the estimation of stress drop 

uncertainty that, following Fletcher et al., 1984, may be expressed by: 

 

( 𝜎𝑠𝑑
𝛥𝜎 )

2
= ( 𝜎𝑀

𝑀𝑜
)

2
+ 9 ( 𝜎𝑟

𝑟 )
2
             (8) 

 

where 𝜎𝑠𝑑 , 𝜎𝑀   and 𝜎𝑟   are  the  uncertainties  on  stress  drop,  seismic  moment  and  seismic  radius, 

respectively, while 𝛥𝜎, 𝑀𝑜  and 𝑟  are the corresponding absolute estimates. 

 

 

Dataset 

 

The Emilia 2012 seismic sequence developed along the compressional system of the Apennines, on 

the central portion of the Ferrara front (Figure 1). 

The  sequence  was  characterized  by  two  main  thrust  earthquakes  (ML=5.9,  2012-05-20,  hh  02:03 

UTC;  ML=5.8,  2012-05-29,  hh  07:00  UTC)  that  activated  an  almost  50  km  long  fault  system 

elongated in WE direction. Most of the seismicity was located beneath the Po plain alluvial sediments 

at depths ranging from 5 to 10 km (Chiarabba et al., 2014, Pezzo et al., 2018). After the occurrence 

of the first mainshock, a dense array of temporary stations was deployed in the epicentral region to 

follow the spatial and temporal evolution of the seismic sequence. For this study we use a total of 

1748  aftershocks  as  initial  data-set,  with  22,544  P-  and  15,179  S-phases,  handily  analyzed  for 

accurate estimation of the P- and S-phases onset (Govoni et al., 2014) and used for Vp and Vp/Vs 

tomography and earthquake locations (Chiarabba et al., 2014; Pezzo et al., 2018) (Figure 1).  

The waveforms analyzed in this work are available through the European Integrated Data Archive 

(EIDA) web-services (https://www.orfeus-eu.org/data/eida/webservices/) (Strollo et al., 2021). We 

extract P- and S-waves amplitude spectra of seismograms recorded at local distances by velocity 

seismometers with natural periods of 40s (HH channels, following the convention of EIDA, for Italian 

archive,  see  Strollo  et  al.,  2021)  and  5s  (EH  channels),  for  permanent  and  temporary  stations, 

respectively (doi:10.13127/SD/X0FXNH7QFY). All waveforms are sampled at 100 Hz. 
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The records are corrected for instrumental response quantified by poles and zeros of transfer function 

by using the standard Seismic Analysis Code routines [SAC] (Goldstein and Snoke, 2005; Helffrich 

et al., 2013). The magnitude (ML) interval of the events ranges from 1.4 to 5.6.  

Since the bandwidth limitation imposed by the waveforms sample rate (100 Hz) limits the estimation 

of the corner frequency for frequencies above the anti-alias filter corner frequency (40 Hz), we restrict 

our  analysis  to  earthquakes  with  magnitude  ML   2  (1,306  events). Most  of  the  used  aftershocks 

(1,141) have magnitudes 2  ML  3 while the remnant dataset consists of 151 events in the range 3 

 ML  4, and 14 with ML  4.  

To complete our analysis, we also compute the source parameters of the most energetic events of the 

sequence, consisting of two mainshocks (ML=5.9, 2012-05-20, hh 02:03 UTC; ML=5.8, 2012-05-29, 

hh 07:00 UTC) and three additional M5+ events (ML=5.1, 2012-05-20, hh 03:02 UTC; ML=5.2, 2012-

05-20, hh 13:18 UTC; ML=5.0, 2012-06-03, hh19:20 UTC; see Figure 1). These earthquakes are not 

included in the bulk of aftershocks but are processed separately using only S-waves spectra for the 

following motivations: the spectral analysis of a M5+ event requires time windows above 10s due to 

the low frequency content of the seismic signal; for P-wave spectra analysis, such time windows 

require a S-P time of at least 10s that is compatible with epicentral distances greater than 45-50 km,  

i.e. outside the tomographic model (see Pezzo et al., 2018) that we use to locate the aftershocks and 

to correct the seismic spectra for attenuation; to apply a similar tomographic correction for stations 

farther than 50 km, a 3D tomographic model at regional scale is required, and although different 

regional velocity models have been determined for Italy (Di Stefano et al., 2009; Scafidi et al., 2009), 

no attenuation models have been published so far. 

For  such  events,  we  use  stations  deployed  in  the  Alps,  north  of  the  epicentral  region,  and  in  the 

northern Apennines, on the south, at distances from 50 to 250 km. For the two mainshocks we use 

stations  at  epicentral  distance  up  to  600  km.  For  these  events  the  attenuation  correction  of  the 

observed spectra is performed by using the Q estimated from the spectral high frequency decay, as is 

done  for  all  the  analyzed  events  at  the  Step-01  of  the  multi-step  procedure  described  in  the  next 

section. 

To compute P- and S-wave spectra, we isolated on the vertical (P-wave) and transverse (S-wave) 

components of seismograms a time window that is a function of the magnitude (Abercrombie, 1995). 

For the smallest events (2  ML  3) we use time windows of 1.28s that are increased to 2.56s and 

5.12s for events in the magnitude interval 3-4 and 4-5, respectively (see Table 2). For the largest 

events (ML > 5), we use a time window of 10.24s. For P-waves time windows, in order to prevent 

contamination by S-waves arrivals, we select only those seismograms where the differential times 

between S and P phases is greater than the selected P-time window. 
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After  tapering  the  time  window  to  reduce  the  effects  of  limited  record  lengths,  we  compute  the 

spectral content by using the FFT. A Hanning window is then used to smooth the resulting spectrum. 

To evaluate the noise level, we applied the same procedure on a time window of the same length 

preceding the P-wave signal. We use the same noise window for the P- and S-signals. 

The spectral band usable for the analysis begins from the smallest frequency resolvable by the used 

time length and extends to the antialiasing digitizer filter (40 Hz). For a spectrum to be usable, we 

search for a continuous long band where the signal to noise ratio is greater than 1.5. This band is 

chosen depending on the magnitude interval of the events and on the type of computation we are 

performing (Table 2). The threshold of 1.5 for the signal to noise ratio has been chosen because we 

are interested in determining the source parameters of smaller earthquakes, and has been applied only 

to waveforms that have been previously accurately picked (see Govoni et al., 2014). This still permits 

to retain good-quality spectral amplitudes for robust identification of spectral parameters (examples 

for a lower magnitude event, ML ≈  2, are pictured in Figure S2 of the Supplemental Material).  

 

 

Spectral fit for ƒc, Ωο, and t* determination 

 

P- and S-spectra are processed separately by using the same procedure. For a generic seismic event, 

we use simultaneously all the P or S-wave spectra that meet the S/N selection criteria and we apply a 

grid-search at 0.1 Hz steps, over the complete frequency range, within the anti-aliasing digitizer filter 

(40 Hz), computing the event ƒc, common to all the stations, and single stations Ωo and t* (see Table 

2 for the chosen frequency ranges). 

For each frequency assumed as trial ƒc, we correct the observed spectrum subtracting the second 

addend of the right side of (4) from the left side of (4). Thus, the corrected spectrum C ij(f) of the 

station j-th is:  

 

𝐶𝑖𝑗 ( 𝑓 ) = 𝑙𝑜𝑔 10 [𝑉𝑖𝑗 (𝑓 )
2𝜋𝑓 ] − 𝑙𝑜𝑔 10 [ 𝑓 𝑐

𝛾

𝑓 𝑐
𝛾 +𝑓 𝛾 ]     (9) 

 

and equation (4) reduces to: 

   

𝐶𝑖𝑗 ( 𝑓 ) = 𝑙𝑜𝑔 10 [𝛺0] − 0.434 ∙ 𝜋 ∙ 𝑡 ∗[𝑓 (1−𝛼 )]      (10) 

     

This is the equation of a straight line in the form 𝐶𝑖𝑗 (𝑓 )  versus 𝑓 (1−𝛼 )  where the slope is −0.434 ∙

𝜋 ∙ 𝑡∗  and the intercept is 𝑙𝑜𝑔 10 [𝛺0]. 
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We perform for each station j a linear regression of 𝐶𝑖𝑗 ( 𝑓 ) as function of 𝑓 (1−𝛼 )  to find the unknown 

parameters of the straight line (Stachnik et al., 2004). From the slope, we estimate the t* along the 

path ij-th while the intercept is used to find the low frequency plateau 𝛺0 . The goodness of the trial 

ƒc is quantified by computing a cost function that accounts for the difference between observed and 

theoretical spectral amplitudes for all the spectra of the event. Following Edwards et al. (2008) and 

De Lorenzo et al. (2010), we use as cost function the RMS of amplitudes that in L2 norm is defined 

as: 

 

𝑅𝑀𝑆 = √ 1
𝑁

∑𝑁
𝑗=1 (𝑉𝑖𝑗

𝑜𝑏𝑠 − 𝑉𝑖𝑗
𝑡ℎ ) 2

   (11) 

 

 

where 𝑉𝑖𝑗
𝑜𝑏𝑠  and 𝑉𝑖𝑗

𝑡ℎ   are  the  observed  and  theoretical  amplitudes  estimated  by  the  computed 

parameters (the assumed ƒc, and single station 𝛺0  and t*), N is the number of the discrete frequencies 

over which the summation is computed. All the RMS values computed for each trial ƒc define the 

misfit function (MF). The event ƒc is the frequency for which we observe the minimum of MF. 

 

 

Method: multi-step procedure 

 

Our procedure consists in resolving the ƒc – t* trade off with a progressive refinement of parameters 

from a first fit of velocity spectra for extracting site response at each station from residuals amplitude 

of spectra fit (Step-01). Then, with the estimated site response, we refine the spectral fit for t* and 

compute a 3D attenuation tomography (Step-02). Finally, with the theoretical t* computed within the 

3D Q model, we refine the computation of ƒc and source parameters (Step-03). The entire procedure 

is summarized in the following scheme:  
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(1) 
 
 
 
 
 
 
 
 

(2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Spectral fit for 
ƒc, t*, o �  

(see Table 1 for frequency range) 
Sites Response 

 
Spectral correction with 

Sites Response 

Spectral fit for 
ƒc, t*, o �  

(see Table 1 for frequency range) 

t* for 3D tomo Q + 
station t* 

theoretical t*  

for  
all the events 

 
3D tomo Q + station t*  

 

 
Spectral correction with 

tomographic t*  
 

Spectral fit for 
ƒc, o �  

(see Table 1 for frequency range) 

Source Parameters 
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In all the described steps, we fit the spectra by using the grid-search method illustrated above while 

the frequency band we used depends on the type of computation, as summarized in Table 2. 

Examples  of  the  fitting  procedure  in  the  three  different  steps  are  shown  for  the  P-  and  S-waves, 

respectively, in Figures S2, S3, and S4 of the supplemental Material. 

The most important aspect of studies focused on the determination of source parameters is related to 

the estimation of ƒc and of its errors. We discuss this point in a dedicated section (see below).  

We now describe in more detail each step of the adopted procedure.  

 

 

Method Step-01: computation of site response 

 

We select all the P- and S-waves spectra where the S/N ratio is above the threshold in the complete 

resolvable frequency band according to Table 2. Then, we compute the event ƒc and the single station 

Ωo and t*, with a grid search over the complete frequency band resolvable by the used time window 

(Table 2). 

Once we find the best fit model for each event, we compute the site amplification  𝑅𝑗 (𝑓 )  following 

the method of Tsumura et al. (1996), Edward et al. (2008) and Edward and Rietbrock (2009). The 

site  response  spectrum  is  expressed  by  the  average  of  residuals  obtained  at  discrete  frequencies 

considering all the spectra recorded by each station. It is defined by: 

 

𝑙𝑜𝑔 10 [𝑅𝑗 (𝑓 )] = 1
𝑁 ∙ ∑𝑁

𝑖=1 𝑙𝑜𝑔 10 [𝑉𝑖𝑗
𝑜𝑏𝑠

𝑉𝑖𝑗
𝑡ℎ ]     (12) 

 

where N is the number of events recorded by the station j-th. 

The averaging over a large number of spectra with different azimuthal paths  can be considered a 

proxy of the near site structure beneath each seismic station.  

 

 

Method Step-02: computation of t* and attenuation tomography 

 

The second step consists in the estimate of t* and the computation of the 3D Q model. In this step, 

we reselect all the spectra searching for a continuous band where the signal to noise ratio is greater 

than the threshold within the analyzed frequency band (Table 2). This choice enables to increase the 

number of spectra usable for tomography without decreasing the quality of the dataset. We use the 

site correction 𝑅𝑅(𝑅) , as computed in Step-01, as a priori information in equation (1) to correct the 
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observed spectrum for shallow effects. Then we applied the same grid search described above for 

computing ƒc and t* values.  

The goodness of the final fit is quantified by the RMS, that is also used to assign data weights for the 

Q inversion (weights of 0, 1, 2, 3 for RMS less than 0.1, 0.2, 0.3, 0.4, respectively, following Eberhart-

Phillips and Chadwick, 2002). t* values are discarded if RMS is equal or greater than 0.4 and in the 

few cases where the t* lead to unrealistic Qp and Qs values (Q > 5,000).  

We select a total of 5,021 t* from 526 events and 8,079 t* from 940 events for Qs and Qp inversion, 

respectively.  The  inversion  of  t*  for  the  three-dimensional  Qp  and  Qs  structure  is  based  on  the 

following relationship: 

 

𝑅 ∗= ∫𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅

𝑅(𝑅)𝑅(𝑅)
+ 𝑅𝑅𝑅𝑅𝑅

∗       (13) 

 

 

where V(r) and Q(r) are the velocity and the quality factor along the segments of ray with length dr. 

The term t* site accounts for the shallow attenuation beneath the recording site (that may have strong 

influence on the observed spectrum and differs from the site response 𝑅𝑅(𝑅)). Since rays are traced 

in  a  known  three-dimensional  velocity  model,  t*  only  depends  on  the  Q  structure.  Hypocenters 

located within the three-dimensional velocity model are, at this point, kept fixed and equation (13) is 

solved,  similarly  to  travel-time  tomography,  to  find  the  Q  structure  (see  Rietbrock,  2001).  The 

tomographic model is represented by a grid of nodes and the inversion is carried out by an iterative 

damped least squares approach where Q values are updated at each iteration while velocity values 

remain fixed to their starting heterogeneous values (Rietbrock, 2001).  

 

 

Method Step-03: Spectral correction with tomo Q and computation of source parameters  

After the determination of the Q models, we compute the synthetic t* by tracing all the seismic rays 

of our dataset within the 3D velocity and Q model. It is noteworthy that the number of synthetic t* is 

greater than t* inverted for tomography, as the real data underwent a selection process that diminishes 

its amount. Hence, at this point of the workflow, all the observed spectra have their correspondent 

synthetic t* although some of them did not contribute to defining 3D Q structure. 

In this final step, for each event, we fit the spectra fixing the attenuation term to that obtained in the 

3D Q (Qp or Qs) structure. The spectral modeling is carried out by using the same selection criteria 

adopted in Step-02 (Table 2). We perform a grid-search to find the optimal ƒc for P- and S-waves 
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spectra. For each trial ƒc we apply equation (10) keeping t* fixed to the tomographic value and we 

find the unique unknown represented by the low frequency level Ωo at each station. This approach 

strongly increases the precision of ƒc determination and allows to retrieve many spectra, previously 

discarded for bad fitting quality (see below). 

 

 

Step-01: Results (Site Response) 

 

In Figure 2a we show some representative examples of site responses computed by equation (12) for 

P- and S-waves spectral fit. For a generic seismic station, all the residuals between the observed and 

theoretical amplitude are averaged at each frequency, thus reducing the effect related to the source 

and outlining the contribution of the shallow structure beneath the recording site. While below 10 Hz 

the site responses do not show large variations and the trends are almost confined around 1.0 Hz, at 

higher frequencies (>10 Hz) we observe larger fluctuations with peaks between 10-20 Hz. Assuming 

a mean velocity of 3 km/s and 1.6 km/s for P- and S-waves at shallow depths (Chiarabba et al., 2014; 

Pezzo et al., 2018), these frequencies  are  compatible with wavelengths of a few hundred meters. 

Therefore, the observed large amplification effects are related to small scale complexities located at 

very shallow depths beneath the recording sites. Although the detailed interpretation of site responses 

is beyond the scope of this paper, we try to explain these observations. If we correlate the mean 

amplitude of site response observed between 10 and 20 Hz with station residuals obtained by travel 

time tomography by Pezzo et al. 2018 (Figure 2b) we observe that, while P-station residuals do not 

show  any  apparent  correlation  with  site  responses,  S-station  residuals  exhibit  a  weak  positive 

correlation. This evidence suggests that the 10-20 Hz peaks of site response are related to shallow 

volumes where S-waves are slowed, probably  due to the thicker soil coverage.  It is important to 

remark that site responses act as a site transfer function in Step-02 and Step-03 of workflow. The use 

of site correction improves the spectral fit of P- and S-wave spectra, decreasing the final RMS of 

about 10% with respect to a starting fit without the application of the site response correction. 

 

Step-02: Results (tomo Q) 

 

For the tomographic inversion we use the results of spectral fit of Step-02. We select only those events 

with at least 4 usable t*, resulting in a total of 5,021 t* (from 526 events) and 8,079 t* (from 940 

events) for Qs and Qp inversion, respectively. For both earthquake locations and grid spacing we 
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mirror the tomographic model of Pezzo et al. (2018) that acts, in this study, as a priori information. 

We use nodes spaced 5 km in horizontal directions and 3 km along depth. For each node, we assign 

a starting value for Qp and Qs in addition to the 3D velocity estimates (Vp, Vs) derived from the 

tomographic model of Pezzo et al. (2018).  

The uniform initial Qp and Qs value is selected by a grid-search approach. We minimize the RMS of 

residuals computed with the observed t* and the synthetic ones that we obtain by tracing all seismic 

rays  through  the  model  where  3D  velocity  distribution  and  trial  uniform  Q  values  are  defined 

(Rietbrock, 2001). The minimization of RMS leads to a uniform Qp and Qs value of 300 as starting 

values for tomography. We select the optimal damping for the inversion according to the trade-off 

curves between model complexity and data misfit (see Figure 3a). 

For 3D inversions, Qp and Qs adjustments are computed only for nodes intersected by more than 10 

rays. After 5 iterations, the final RMS is 0.005  (Variance  Improvement  around 49 %) and 0.007 

(Variance Improvement of 80%) for Qp and Qs inversion, respectively.  

The model resolution is quantified by computing the Spread Function (SF, Michelini and McEvilly, 

1993). Following the method of Toomey and Foulger (1989), we select SF=3 as a reliable threshold 

below which Qp and Qs nodes are characterized by a satisfactory ray sampling and compact averaging 

vector (i.e., vectors picked on their diagonal values).  

Again, since a detailed interpretation of the 3D attenuation tomography results is beyond the scope 

of this paper, we limit our description to the main features at significant depths (Figure 3b). Both Qp 

and Qs models show nearly checkerboard patterns of relatively high (lower attenuation, blue areas) 

and low values (higher attenuation, red areas) at shallow depths (0-3 km), reflecting the complexity 

of the attenuation structure in the sedimentary cover and at very local scale. At intermediate depths 

(around  6  km)  the  attenuation  pattern  shows  a  prevalence  of  higher  values  (Qs  up  to  400,  lower 

absorption)  in  the  central  part  of  the  Qs  model,  while  the  Qp  structure  is  more  complex,  with  a 

prevalence of relatively high attenuation (Qp down to 200) in its central part. It is noteworthy that the 

bulk of earthquakes at this depth (including the first mainshock, yellow star in Figure 3b) occur at the 

boundary between relatively higher and lower attenuation volumes, both in the Qp and in the Qs 

models. Finally, at greater depths (around 9 km), a broad relatively low attenuation characterizes both 

the  Qp  and  Qs  models.  Here  high  Qp  and  Qs  (both  up  to  400)  volumes  contain  the  seismicity, 

including the second mainshock (purple star in Figure 3b). 

 

 

Step-03: Results (Source Parameters) 
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At the end of Step-03 of workflow all the usable spectra are corrected for attenuation by means of 3D 

attenuation tomography. For each event, we estimate a common source corner frequency and single 

stations  low  frequency  levels.  Based  on  the  quality  of  spectral  fitting  (Eberhart-Phillips  and 

Chadwick, 2002), we retain all the events with at least 4 spectra with fit-quality of 0, 1, 2, discarding 

the worst fit with weight > 2. This selection criterion reduces the number of available events for 

source parameter computation but provides the best fit for robust computations of source parameters. 

We now consider the application of classical equations (5), (6) and (7) for the computations of the 

static source parameters. Errors on source parameter estimation are discussed in the next section. 

From the event source corner frequency, we compute the source dimension (r) by applying equation 

(6). Since we have one value of ƒc for each event, the seismic radius is not averaged among the 

stations of the events but it is simply a single value. The estimation of the event seismic moment is 

performed averaging the contribution of each station. For each estimate of the low frequency level 

(Ωo), we apply equation (5) by using Vs= 3.5 km/s, as average velocity of the seismic volume (Pezzo 

et al., 2018) and a crustal density of 2800 kg/m3. For the geometrical spreading that enters in equation 

(5), since our dataset consists of earthquakes recorded at short epicentral distance, the simple 1/D 

function is a valid assumption (Edward et al., 2008; De Lorenzo et al., 2012). From the estimation of 

seismic  moment,  we  compute  the  moment  magnitude  (Mw)  through  the  relationship  (Hanks  and 

Kanamori, 1979): 

 

𝑀𝑤 = 2(𝑙𝑜𝑔 𝑀𝑜−9.1)
3   (14) 

 

where Mo is the seismic moment expressed in Nm.  

Mo and source dimensions are subsequently used in equation (7) to calculate the released stress drop. 

In Figure 4, we present the results of the static source parameters obtained by the P- and S-wave 

spectra (from 1207 and 1171 events, respectively) by 3 different bi-dimensional plots. We show the 

variation of seismic moment versus the source dimension (Figure 4, top panel) and released stress 

drop (Figure 4, middle panel), In addition we report the distribution of the source corner frequency 

against the Moment magnitude (bottom panel in Figure 4). On the first and last plot, we superimpose 

the black lines that delineate the values of constant stress drop. All the aftershocks processed by the 

described  procedure  are  represented  in  Figure  4  by  circles  with  size  and  color  depending  on  the 

magnitude (according to the legend on the bottom panels). Stars are the events with magnitude greater 

than  5,  including  the  two  mainshocks,  that  we  have  treated  separately,  without  the  use  of  Q 
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tomography, that are included to realize a complete analysis of the source parameters of the study 

sequence.  At  the  end  of  our  multi-step  procedure  we  obtain  the  estimates  of  the  static  source 

parameters for a total of 1240 aftershocks. 

As a general observation, we note that source parameters computed by using P- and S-wave spectra 

give similar results. Our data show that Seismic Moments span over about 5 orders of magnitude, 

from 1011 Nm to 10 16 Nm, while seismic radii are in the range 30-650 m. The seismic moment and 

the  source  dimension  show  approximately  a  linear  trend.  Although  points  are  bound  by  lines  of 

constant stress drop that cover 2 orders of magnitudes, these observations are compatible with the 

earthquake  scaling  of  constant  stress  drop,  as  widely  reported  in  many  studies  worldwide  (see 

Abercrombie, 2021). In our case, stress drops of aftershocks are mostly confined between 1 and 100 

Mpa. The log-space mean value of the aftershock stress drop is displayed by histograms of Figure 5a. 

P- and S-waves analysis gives similar results: the average stress drop is of about 6.7 Mpa for P- and 

S-waves, with a ratio of 1.07. The largest events, with stress drop ranging from 1 to 10 Mpa, are in 

agreement with the aftershocks averaging values and exhibit source dimensions coherent with a linear 

trend (Figure 4, top and bottom panels). 

The corner frequencies are mostly in the range 3-30 Hz and 2-25 Hz for P-and S-waves, respectively 

(Figure 4, top and bottom panels). The ratio between ƒcP and ƒcS, estimated from the log-normal 

histogram, is 1.70 (see Figure 5b). Since the log-space standard deviation is 0.09, the confidence 

limits  of mean  ratio  are  between  1.37  to  2.10,  which  is  a  variability  that  includes  the  theoretical 

estimates of 1.5 based on the circular rupture model (Madariaga, 1976).  

We  also  compare  the  moment  magnitude  Mw  determined  with  P-  and  S-spectra  with  the  local 

magnitude determined by the INGV analysts (Iside Working Group, 2007). Even if for M L smaller 

than about 2.5-3.0 we observe a larger scatter of data, the scatter plot of the Mw versus M L is fairly 

well represented by a 1:1 relation for all the magnitude range, both for P- and S-waves data (Figure 

6). 

We  fit  our  ML-Mw  data  by  an  orthogonal  regression  that  minimizes  the  Euclidean  the  distance 

between each data point and the fitting line (Golub and van Loan, 1980). This approach should be 

preferred to the standard regression strategies when data are affected by unknown uncertainties (in 

our pool of data this is the case of ML, see Di Bona, 2016). To compute the error on the slope and the 

intercept,  we  apply  the  bootstrap  method  with  1000  resamples  of  the  original  data  distribution 

computing a regression for each realization (Figure 6). For each fitting line, the slope and its error, as 

well as the intercept and its standard error, are reported in Figure 6.  
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The self-similarity of earthquakes 

 

Earthquakes are defined as self-similar when the released stress-drop is constant. This means that the 

event  magnitude  and  the  surface  rupture  increase  or  decrease  according  to  equation  (7).  From 

equation (7), taking the logarithms, we can write:  

 

𝑙𝑜𝑔10 ( 𝑀𝑜) = 𝑙𝑜𝑔10 (2.2857 𝛥𝜎) + 3 𝑙𝑜𝑔10 (𝑟)                   (15) 

 

Reporting in a two-dimensional plot the seismic moment as a function of the fault dimension (as in 

the top panels of Figure 4) for the analyzed dataset, if the self-similar trend is respected, the events 

should define a straight line with slope equal to 3 and an intercept that is function of the constant 

stress drop value. 

To verify if our dataset is in agreement with the self similar model, we fit the P and S waves dataset 

with a free straight line (dashed lines in top panels of Figure 4) and with equation 8 where the slope 

is fixed to 3. The corrected Akaike criterion is applied in order to understand whether the constant 

stress drop model is better, in a statistical sense, than the case where stress drop increases with source 

dimensions. For P-wave data (Figure 4 left), the modified Akaike criterion indicates that fitting line 

with slope fixed to 3 is significantly better, in a statistical sense, than the free straight-line, suggesting 

a self-similar behavior. For S-wave data (Figure 4 right) the same statistical test strongly supports the 

fitting line whose slope is greater than 3 (slope=3.443), suggesting that stress drop is proportional to 

source dimension, therefore violating the self-similarity concept.  

The  breakdown  of  earthquake  self-similar  scaling,  as  seen  through  S-waves  analysis,  has  been 

observed in quite a few studies on single seismic sequences (e.g., Pacor et al., 2016; Wang et al., 

2019, and references therein). In our case, the fact that P-wave data shows a self-similar behavior 

differently  to  what  the  S-waves  suggest,  leads  to  an  apparent  incongruence  that  deserves  further 

specific studies. 

 

 

Error analysis on source parameter estimation 

 

The crucial point for studies focused on the determination of source parameters is the estimation of 

ƒc and its uncertainties. Stress drop, in fact, is proportional to the cubes of ƒc (see equation (6) and 
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(7)) and the error on ƒc propagates heavily on the uncertainty of stress drop (see equations (6),(7), 

and (8)). 

For example, assuming an S-wave spectrum characterized by a low frequency level Ωo of 1e-6 and 

ƒc=10  Hz  with  1Hz  of  standard  deviation  (relative  error  of  10%),  the  stress  drop  value  ranges 

approximately from 10 to 18 Mpa if other sources of errors are neglected. If the standard deviation is 

of 2 Hz (relative error of 20%), stress drop could vary between 7 and 24 Mpa. The same calculation 

carried out at ƒc=20 Hz gives larger stress drop variations with values from 80 to 150 Mpa.  

A wide variability of stress drop error is reported in literature. For example, Cotton et al. (2013) states 

that the approaches that rely on spectral determination of seismic moment and corner frequencies lead 

to large scatter in stress drop determination and to large uncertainties in predicting seismic hazard. In 

our case we are confident that correcting spectra for tomo Q give reliable ƒc determination and robust 

stress drop determinations. 

For each event, and for each step of our procedure, we compute accurately the error on ƒc by using 

two independent approaches. When both methods provide similar error estimates, we are confident 

that the fitting approach is giving robust results and the final fit is retained. Conversely, when the two 

methods give different estimation of ƒc error, the final fit is discarded. 

First, we quickly estimate the ƒc uncertainty by means of the second derivative of the Misfit Function 

(MF) curve around its minimum (Menke, 2018). It follows that the ƒc error is strongly dependent on 

the shape of the misfit function (MF). When the MF curve is characterized by a well picked minimum, 

the ƒc error is small, conversely an almost flat MF leads to ambiguous ƒc and to large error estimates.  

To strengthen the evaluation of errors about ƒc (for P- and S-waves spectra), we furtherly applied, 

for each event, a method based on a bootstrap approach, described in YEA for coda spectra. Once the 

event ƒc and single stations 𝛺0and t* have been defined by MF analysis, we computed the residuals 

between observed and theoretical amplitudes. To create a bootstrap sample, we randomly take values 

from  residuals  dataset  allowing  the  selection  of  a  single  value  more  than  once.  This  is  the 

“replacement” process of bootstrap statistics (Efron, 1979). The resampled values are then summed 

to the theoretical amplitudes to obtain the simulated spectra of the event. These spectra are then fitted 

as in the real case to find the event ƒc and single stations 𝛺0  and t*. For each event, we perform 1,000 

bootstrap realizations, thus collecting 1,000 values of ƒc from which we construct a histogram that 

describes the sampling distribution from which we compute the mean ƒc and its standard error. The 

ƒc characteristics (mean, and standard deviation) bootstrap-derived are then compared with those 

derived by the MF curve. When both methods provide similar ƒc and related error estimates, we are 

confident that spectral fits are robust and the subsequent estimation of source parameters are reliable. 

Conversely, a disagreement between MF and bootstrap resampling outcomes suggest that the final fit 
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is poorly constrained and it should be discarded. After a visual inspection of results, we decided that, 

for an event to be retained, the maximum threshold between MF and bootstrap results should be 

within 1.5 Hz. 

In Figures 7 and 8 we show, for representative small magnitude event (in the range 2-3), the MF curve 

and the histogram of the bootstrap resampling for P- and S-waves spectral fitting, respectively, in the 

first and last part of the workflow (Step-01 and Step-03, see Table 2). At the beginning of Step-01, 

spectral fit are carried out with any a-priori information while in Step-03 we correct site effects with 

the  site  responses  obtained  at  the  end  of  Step-01  and  path  attenuation  with  the  tomographic  t* 

determined at the end of Step-02. 

Small magnitude events (in the range 2-3 M L), are in general the most problematic in determining a 

reliable value of ƒc (Klinger and Werner, 2022; Parolai and A. Oth, 2022). For the event of M L=2.2 

(Figure 7 and 8 for P- and S-waves fit, respectively), in Step-01, the RMS vs the trial ƒc, after an 

evident decrease of RMS at very low ƒc values, show an almost flat trend at increasing ƒc, describing 

an L shaped curve. From a numerical point of view, the minimum exists but it is weak and it is visible 

only by zooming around the minimum itself (see gray insets in Figures 7 and 8). This observation 

holds for P- and S-waves fitting run the Step-01 of the workflow.  

This trend is mainly due to attenuation effects that mask the source decay and the minimum of the 

curve is unclear and ambiguous. Consistently, the ƒc distribution bootstrap-derived is characterized 

by an irregular shape with a mean value and a standard deviation very distant from the value obtained 

by the MF curve (Figures 7a and 8a, for P- and S-spectral fit, respectively). The disagreement between 

MF and bootstrap derived estimations is the proof that the spectral fit is unconstrained. In this case 

we skip the P- and the S-spectral fit and this event (ML=2.2 in Figures 7 and 8) does not contribute to 

the  estimation  of  site  response  and  of  attenuation  seismic  tomography.  After  the  visualization  of 

results,  we  decided  that  the  maximum  permissible  deviation  between  MF  and  bootstrap  derived 

estimation (of ƒc and standard error) is 1.5 Hz. Above this threshold the spectral fit is discarded.  

The main important aspect is that, when the same event is processed by using site response and t* 

fixed as a priori information, the attenuation effect is decoupled from the source spectral decay and 

the search for the event corner frequency is strongly improved (Figures 7b and 8b, for P- and S-

spectral fit, respectively). 

As it is clearly observable in Figures 7b and 8b, the RMS vs ƒc is now picked on a well-defined 

minimum. The bootstrap derived distribution shows that the mean ƒc and its standard deviation are 

almost identical to the values extracted by the MF curve. 

This coherence allows us to select the event, previously discarded, for P- and S-source parameter 

computation. In this range of magnitude (2-3), the introduction of synthetic t* lead to well constrained 

fit with a remarkable increase of the number of spectra usable for source parameter estimation (see 
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numbers enclosed in parentheses in Table 1). For S waves, the number of events increases by about 

50 % with respect to the events used for tomography. For P waves, this increment is even greater 

since fewer events are input for tomographic inversion. 

At greater magnitudes (classes ML=3-4 and ML=4-5) the improvement generated by the tomography 

is less pronounced, being the number of events almost similar at each step of the workflow (see the 

Supplemental Material for the description of the MF curves and the histograms for events of greater 

magnitudes classes). For M L>3, in fact, the MF curve and bootstrap derived distribution are well 

defined at each step. The corner frequency is well constrained by a well-defined minimum and the 

estimated errors are similar (see Figures S5-S6 and Figures S7-S8 of the Supplemental Material for 

events of ML 3.9 and ML 4.4, respectively). We stress that by using Q tomography to correct spectra, 

the final fit is sensibly improved since the minimum of MF curve is found for RMS values lower with 

respect to the starting fit. 

In addition to the ƒc, the uncertainties of the other source parameters are computed as follows. At the 

end  of  Step-03  of  workflow  all  the  usable  spectra  are  corrected  for  attenuation  by  means  of  3D 

attenuation tomography. For each event, we estimate a common source corner frequency and single 

stations low frequency levels. From the source corner frequency, we compute the source dimension 

(r) by applying equation (6); its error, 𝜎𝑟 , is related to the error on ƒc estimate (𝜎𝐹𝑐 ) by the relation: 

𝜎𝑟
𝑟 = 𝜎𝐹𝑐

𝐹𝑐   (16) 
 

For the estimation of the seismic moment, we average the contribution of all the available stations. 

Since the fitting procedure furnishes the low frequency level and the RMS for each spectrum, we 

apply equation (5) for each station and we compute the mean seismic moment and its uncertainty 

under the assumption that data are lognormally distributed (Archuleta et al., 1982; Fletcher et al., 

1984). In particular we apply a weighted mean in log space where the fit RMS acts as the inverse of 

the weight for the station seismic moment. The standard deviation of the mean, that represents the 

error  bar  in  the  logarithmic  plot  related  to  the  seismic  moment,  is  then  converted  into  the 

multiplicative factor defined by Fletcher et al. (1984) that enters in equation (8) for the estimation of 

stress drop error. In this work, the multiplicative factors are in the interval ranging from 0.04 to 0.97 

for both P- and S-spectra, a range of values coherent with those reported in Table 2 of Fletcher et al. 

(1984).  

The released stress drop and its error are computed by applying equation (7) and (8), respectively.  

In Figure 9 we show the relative uncertainty of stress drop for P- and S-waves compared to the same 

estimation  obtainable  in  Step-01  and  Step-02  of  the  workflow,  without  correcting  spectra  for 

tomographic attenuation. About 80% of stress drop estimations are characterized by relative error 
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within 20% with maximum values of about 40% (Figure 9 right-upper and -lower panels, for P and 

S-spectral fit, respectively). It is worth noting that without the contribution of Q tomography (Step-

01 and -02 of the workflow) the number of acceptable fits is sensibly lower and the error quality on 

stress drop estimation decreases for both P- and S-spectral fit (Figure 9 middle and left panels, for 

Sept-02 and Step-01, respectively). 

Kane  et  al.,  (2011),  using  a  frequency  domain  EGF  approach,  estimated  that  the  minimum  error 

related to stress drop estimation should be of about 30%. In our approach, at Step-02 of the workflow, 

for the 80% of events, errors are mostly between 20 and 30% with a few percent of events with error 

between 30 and 40% (Figure 9 middle-upper and -lower panels, for P and S-spectral fit, respectively). 

Our results are, on average, coherent with the conclusion of Kane et al. (2011). The spectral correction 

by using Q-tomography, however, leads to an improvement (Figure 9 right-upper and -lower panels, 

for P- and S-spectral fit, respectively). For the common events processed in the three steps of the 

workflow (299 events for P- and 837 for S-waves), we observe that the final reduction of the stress 

drop uncertainty is, on average, of 48% and 32 % for P- and S-spectral fit, respectively. 

Since errors on stress drop are dominated by uncertainty of ƒc, we are confident that our results benefit 

from the small error on ƒc determination.  

 

 

Comparison of Stress-Drop estimations by direct S– and coda–waves fit 

 

To better assess the performance of our method and to critically evaluate the results, we compare our 

S-wave ƒc estimations with those derived by applying the method of YEA, where coda wave spectral 

ratios are used. We focus our comparison with the YEA method since the estimation of ƒc relies on 

seismic  waves  (coda  waves)  independent  from  the  S-body  waves  used  in  the  spectral  inversion 

scheme proposed. The methodology used for this comparison is fully described in the Supplemental 

Material.  For  sake  of  brevity  here  we  only  show  the  results  of  the  comparison  between  the  two 

approaches. In Figure 10, stress drop values determined through the YEA method are compared with 

stress drop estimated by the spectral fit procedure. We observe that the points lay on the proximity of 

the equal-values line (gray line in Figure 10a), showing a substantial agreement between the stress 

drop  values  determined  by  the  two  independent  methods,  as  matter  of  fact,  the  computed  linear 

regression of the data points (red dashed lines in Figure 10a) is characterized by a slope being very 

close to 1. 
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If we compare the stress drop variations computed with respect to the average value for the same pool 

of data, we observe that the majority of points fall in the NE-SW quadrants, delineating a positive 

correlation  between  stress  drop  variations.  Since  the  average  stress  drop  value  is  determined 

separately for coda and spectral fit data, this plot demonstrates that both stress drop datasets give 

equivalent indications about the variability of stress drop with respect to the mean value (Figure 10b) 

 

 

Conclusions 

 

We computed the source parameters for 1240 aftershocks of the 2012 Emilia sequence (1207 from 

P-waves and 1171 from S-waves, respectively; 1138 events have estimates from both P- an S-waves), 

with  magnitude  ranging  from  2.0  to  4.7,  by  applying  two  independent  methods.  First,  we  use  a 

classical approach based on the spectral fit of P- and S-waves body waves to a data-set of 1,306 

seismic events with ML  2. We corrected the attenuation by means of a 3D Qp and Qs tomographic 

model  computed  by  using  the  same  dataset  starting  from  tomographic  models  (Vp,  Vs)  and  3D 

locations used as a priori information. The results deriving either from P- and S-wave spectral fit are 

coherent and give similar estimates of source parameters. Seismic moments are in the range 10 11 - 

1016 Nm, stress drops values range from 0.1 to 83 Mpa, while the variability of source dimensions is 

in the interval 30-650 m. P-wave spectral fit gives seismic moment and source dimensions that scale 

in a self-similar model with an almost constant stress drop of 6.7 Mpa. Conversely, for S waves we  
obtain a proportionality between stress drop and source dimension suggesting a violation of self-

similarity, as observed for other seismic sequences (e.g., Malagnini et al., 2008; Pacor et al., 2016; 

Wang et al., 2019, and references therein). The fit of Seismic Moment versus ƒc shows that Mo ∝ ƒc 
-0.3443. 

Separately, we compute the source parameter following the procedure described in YEA based on 

the modeling of coda spectral ratio. Our results show that the stress drop estimates are almost similar 

to that obtained for S-waves spectral fit. This agreement suggests that the assumptions that we choose 

to perform spectral fit, not required by coda spectral ratio modeling, are in general correct.  

Although  the  method  of  YEA  could  lead  to  high  precision  stress  drop  determination  for  very 

populated clusters, the analysis conducted by spectral fit by using attenuation tomography gives the 

opportunity to compute  stress drop for a larger  number of events, exploiting, for  example, entire 

aftershock sequences. Since the aftershocks, spreading over the main rupture planes and secondary 

structures, reveal the geometric details of the activated faults (Valoroso et al., 2012; Chiaraluce et al., 
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2017), this approach gives the opportunity to analyze the spatial patterns of stress drop variations, 

hence infer the mechanical state over the whole ruptured fault system. 

 

DATA AND RESOURCES 

The seismograms analyzed in this work are available through the European Integrated Data Archive 

(EIDA) web-services (https://www.orfeus-eu.org/data/eida/webservices/). 

The supplemental material contains additional details on the dependency of the quality factor (Q) 

from the frequency, on the error analysis on source parameter estimation, and on the comparison of 

Stress-Drop  estimations  by  direct  S–  and  coda–waves  fit.  Furthermore,  it  contains  examples  of 

spectral  fit  for  lower  magnitude  events  and  of  the  fitting  procedure  in  the  different  steps  of  the 

workflow described in the manuscript. 
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List of Figure Captions 

 

Figure 1. (a) Spatial distribution of the aftershocks used in this work. Hypocentral depths are differentiated by the color 

code while the circle size is proportional to the event magnitude according to the scheme on the left of the map. The 

largest (M>=5.0) events are drawn by stars. The two mainshocks are also indicated by the TDMT focal plane solutions 

(Scognamiglio  et  al.,  2012). Black  and  gray  triangles  are  respectively  the  permanent  and  temporary  seismic  stations 

operating in the area during the 2012 Emilia seismic sequence. (b) Frequency–magnitude distribution (FMD) of the used 

aftershocks. The cumulative and non-cumulative numbers of earthquakes are shown by light gray squares and dark gray 

triangles,  respectively.  The  gray  dashed  line  indicates  the  completeness  magnitude  value  (2.1),  while  the  black  line 

represents the maximum likelihood fit to the data for magnitudes above the magnitude of completeness at 95% level 

(Wiemer and Wyss, 2000), whose slope is the b-value of the Gutenberg-Richter law. 

 

Figure 2. (a) Site responses for P and S spectra fit for the representative stations 0812, 0824, and RAVA. The first two 

stations are temporary while the last one is permanent. Gray lines indicate individual response functions, counted by the 

number reported close to the station's name. The black lines indicate the mean site response function while dotted lines 

indicate the associated error quantified by one standard deviation. (b) P and S stations residuals, resulting from the 3D 

velocity inversion of Pezzo et al. (2008), against the mean value of site response in the frequency interval 10-20 Hz. On 

the upper panel we observe that station residuals from P model and site response are characterized by a chaotic disposition 

of data points, conversely, on the lower panel, for S waves we observe that station residuals and site response exhibit a 

weak positive correlation, as evidenced by the straight-line fit of the data (black dashed line in the lover panel), having a 

slope of 0.38 and a coefficient of linear regression of 0.40. 

 

Figure 3. (a) Trade-off curves used to select the damping parameters for the inversions of Qp (top) and Qs (bottom) 

tomographic models. On both curves, the bigger black dot indicates the chosen damping value. (b) Qp and Qs models at 

horizontal slices located at 3, 6 and 9 km depth. This depth interval hosts the main seismogenic volume of the sequence. 

The strong heterogeneities of Qp and Qs crustal structure results in very different attenuation terms used to correct the 

observed spectra before the computation of source parameters. The black dashed lines show the well-resolved region of 

the model with Spread Function < 3 as defined by Michelini and McEvilly (1991) (see also Toomey and Foulger, 1989). 

White stars indicate the first and the second main shocks in the layers at 6 and 9 km depth, respectively (M L=5.9, 2012-

05-20, hh 02:03 UTC; ML=5.8, 2012-05-29, hh 07:00 UTC); the gray dots are the aftershocks. 

 

Figure 4. Source parameters determined from the fit of P (left) and S (right) spectra. For each phase, the Seismic Moment 

vs source radius (top), Seismic Moment vs Stress Drop (middle) and Moment Magnitude vs Corner Frequency (bottom), 

are reported. Aftershocks are drawn by circles sized and colored on the basis of their magnitude according to the legend 

on the bottom panels. Stars are M5+ events. On the upper and bottom panels, black lines refer to constant stress drop 

values expressed in MPa.  
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Figure 5. (a) Histograms showing the frequency distribution of P-stress drop (left), S-stress drop (middle) and of the ratio 

between P and S waves stress drop (right). On the top of each histogram the mean and the standard deviation of the log 

normal distribution is reported. (b) Histogram of the ratio between the P-and the S-source corner frequency. In log space, 

the average ratio is 0.23+/- 0.09 that leads to a mean (ƒcP/ƒcS) of 1.70 with a confidence interval between 1.37 and 2.10. 

 

Figure 6. Local (M L) against the Moment Magnitude (Mw) deriving from P- (left) and S-waves (right) spectra fit. The 

gray lines indicate ML=Mw. The dashed lines are the results of the orthogonal regression of our M L-Mw data performed 

minimizing the distance between each data point and the resulting line. This approach should be preferred to the standard 

regression strategies when data are affected by unknown uncertainties (in our pool of data this is the case of M L; Golub 

and van Loan, 1980). In the title of each plot we report the details of the fitting line: the slope (m), its error as well as the 

intercept (q) and its uncertainty. 

 

Figure 7. Misfit function (MF) deriving from the P-ƒc grid-search of one event of ML=2.2; In both (a) and (b) panels, the 

gray inset shows a zoom around the minimum (left); histogram of the bootstrap resampling shows the distribution of the 

recovered ƒc (right). Titles on the left plots report the final value of ƒc with its absolute and relative error while, on the 

right, the ƒc, along with the associated standard deviation deduced by the bootstrap histogram, is indicated. In (a) spectra 

are processed with any a-priori assumptions (Step-01 of the workflow) while in (b) spectral fit are carried out fixing the 

spectral attenuation to the values extracted by the 3D Q model. It is noteworthy that: in (a) we could not identify a clear 

minimum of the MF although the inset show that it numerically exists; the bootstrap histogram is also irregular showing 

a  blurred  ƒc  distribution;  in  (b)  we  observe  a  well  picked  minimum  in  the  misfit  curve  and  well-shaped  frequency 

distribution of the bootstrap ƒc. 

 

Figure 8. MF deriving from the S-ƒc grid-search of the same event of ML=2.2 of Figure 7; see other details in the caption 

of Figure 7. 

 

Figure 9. Cumulative histograms showing the distribution of stress drop relative errors as obtained for P- (upper panels) 

and S-waves (lower panels) spectral fit. Left and central panels refer to errors computed in the part-01 and part-02 of the 

workflow, respectively. On the right panels, errors are related to spectral fit where tomo Q is used to correct attenuation. 

As title, the total number of events is reported. In each panel, the dashed vertical line indicates the 30% of the stress drop 

error values. Note that, by using Q tomography, we get final stress drop errors within 30% for the 80% of the events and 

the number of usable events for source parameter consideration is sensibly higher. 

 

Figure 10. Comparison of Stress Drop computed by spectral fit and coda wave approach. Larger circles represent  the 

master events of each cluster (all in the magnitude interval 3-4). Each small gray point represents EGF belonging to at 

least 2 clusters. (a) Comparison between absolute values of stress drop. The gray line indicates equal values of stress drop. 

The dashed line represents the linear fit of data: slope = 0.87, intercept = 1.05. (b) Comparison of stress drop variation 

with respect to the mean value by using the same datasets of (a). Gray dashed lines indicate null variations with respect 

to the average stress drop. 



 

TABLE 1 
 
Number of events selected in the 3 steps of the workflow 

Step → 
 

Magnitude Ranges ↓ 

Step-01 Step-02 
 

Step-03 
 

2-3 P-waves 234 (205) 415 (393) 1074 (1061) 

3-4 P-waves 95 (95) 138 (138) 143 (143) 

4-5 P-waves 5 (5) 6 (6) 3 (3) 

2-3 S-waves 665 (663) 785 (785) 1029 (1029) 

3-4 S-waves 136 (136) 146 (146) 134 (134) 

4-5 S-waves 8 (8) 9 (9) 9 (8) 

 

 

Table



 

 

TABLE 2 
 
Frequency Bands and Magnitude Ranges in the 3 steps of the workflow 

Step → 
 

Magnitude Ranges ↓ 

Part-01 
(site-corr) 

Part-02 
(t* for tomoQ) 

Part-03 
(source par) 

2-3 (1.28 s) 1-40 Hz (all band) 1-40 Hz (30) 1-40 Hz (30) 

3-4 (2.56 s) 0.2-40 Hz (all band) 0.2-40 Hz (30) 0.2-40 Hz (30) 

4-5 (5.12 s) 0.1-40 Hz (all band) 0.1-40 Hz (30) 0.1-40 Hz (30) 

5-5.5 (10.24 s) 0.05-40 Hz (20): single step 

5.8-6.0 (Mainshocks, 40.96 s) 0.03-30 Hz (20): single step 

 

 

Table 2



Figure 1 Click here to access/download;Figure;Fig-01-eve-map.jpg



Figure 2 Click here to access/download;Figure;Fig-02-site-response+residuals.jpg



Figure 3 Click here to access/download;Figure;Fig-03-Tomo-Qp-Qs.jpg
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Figure 5 Click here to access/download;Figure;Fig-05-P+S-histo-sdrop-Fc.jpg
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Supplemental Material for 

Source parameter estimation after attenuation correction through the use of Q tomography 

 

This supplement contains additional material on the dependency of the quality factor (Q) from 

the frequency, on the error analysis on source parameter estimation, and on the comparison of Stress-

Drop estimations by direct S– and coda–waves fit. Furthermore, it contains examples of spectral fit 

for lower magnitude events and of the fitting procedure in the three different steps of the workflow 

described in the main text for the P- and S-waves, respectively. 

 

 

 

1. On the frequency dependence of t* and quality factor (Q) 

 

The dependency of quality factor from the frequency is quantified in equation 3 of the main text by 

the 𝛼 exponent that it could assume values from 0 to 1. 𝛼 > 0  leads to higher attenuation (high t*, 

low  Q  values)  for  low  frequencies  leaving  the  highest  frequencies  less  attenuated.  The  use  of 

frequency-dependent Q (i.e. varying the 𝛼 values) would imply several attenuation models, one for 

each selected frequency (e.g. Koulakov et al. 2011).  

In order to check the dependency of the attenuation from the frequency, we run several fit varying α 

between 0 and 1 at 0.1 step, for the whole P and S dataset at the first step of the workflow. In Figure 

S1 we report, for each class of magnitude, the global RMS obtained by using P and S spectral fits. 

We observe that in the class of magnitude 2-3, the most populated subset of events (Table 1 of the 

main text), both P- and S-waves spectral fits are characterized by a direct relationship among RMS 

and 𝛼. Therefore, we obtain the best fits for t* (and quality factor) that are frequency independent. In 

the class of magnitude 3-4, we observe a substantial flattening of the curves for P- and S- waves fit 

for 𝛼 ranging from 0.1 to 0.4. For α > 0.4 we then observe a gradual increasing trend. In the class of 

magnitude 4-5, the observed behavior is sensibly different. In fact, we get a minimum of RMS with 

α equal to 0.4 and 0.5 for P- and S-wave spectra fits, respectively, suggesting a frequency dependence 

of attenuation. Since the majority of analyzed events belongs to the magnitude classes 2-3 and 3-4 

(see Table 1), we are confident that setting 𝛼= 0 is a licit assumption as already stated in previous 

studies based on attenuation tomography (Boatwright et al., 1991; Rietbrock, 2001; Edwards et al., 

2008). We are also aware that when the used dataset is dominated by aftershocks with magnitude 

Supplemental Material (Main Page, Tables, Figures) Click here to access/download;Supplemental Material (Main
Page, Tables, Figures);SOM.pdf
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above 4, the Q frequency dependent should be accounted for. Our observed trends (Figure S1) are in 

general agreement with previous studies and indicate a weak frequency-dependence of attenuation 

for low magnitude events and a clear dependency for magnitude above 4. 

 

 

 

 

 

 

Figure S1. Overall RMS fit for P (left) and S-waves (right) spectra by using different value of 𝛼 (see 

equation  3  in  the  main  text)  for  different  magnitude  classes  of  earthquakes  (red:  ML=2-3,  green: 

ML=3-4, blue: ML= 4-5).  
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3.  Examples  of  the  fitting  procedure  in  the  three  different  steps  of  the  workflow 

described in the main text for the P- and S-waves, respectively 

 

 

 

 

 

 

Figure S2. (a) Example of fit of P-waves spectra relative to a M L≈  2.0 event processed in the step-

01 of the workflow. For each station we show the seismogram (top) with the relative spectra (below). 

On the time series the vertical black line marks the phase onset from which we extract the signal and 

the noise time window (see Dataset section in the main text). The label on the upper-left indicates the 

station name while on the bottom left we report the seismogram normalization factor that is used only 

for plot purposes. On the spectra plot we show the signal and the noise spectrum by the black and 

gray  line,  respectively.  The  red  line  represents  the  fit  to  the  portion  of  the  signal  spectrum 

characterized by an adequate S/N. The vertical bar indicates the corner frequency, common to all the 

stations of the event. Furthermore, t* (and Q) indicates the high frequency spectral decay while W, 

calculated  using  the  RMS  between  observed  and  computed  spectral  amplitudes,  quantifies  the 

goodness of the fit (0= best fit, 4=worst fit). (b) the same as (a) but for the fit of S-waves spectra of 

the same event. 
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Figure S3. Example of fit of P- (a) and S-waves (b) for one event processed in the step-02 of the 

workflow. For explanation about the panel showing the seismogram and the spectra, see details in the 

caption of Figure S2. 
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Figure S4. Example of fit of P- (a) and S-waves (b) for one event processed in the step-03 of the 

workflow. For explanation about the panel showing the seismogram and the spectra, see details in the 

caption of Figure S2. 
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4. Error analysis on source parameter estimation for events of magnitude classes ML=3-

4 and ML=4-5 

 

As stated in the main text, and demonstrated in the below Figures S5-S8, at increasing magnitude, 

the effect of the attenuation correction is progressively less significant, due to the greater content of 

low-frequency energy in the seismic signals. 
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Figure S5. MF from the P-ƒc grid-search of one event of M L=3.9; the meanings of the panels and 

symbols are the same as in Figure 7 of the main text. It is noteworthy that both a) and b) MF curves 

are characterized by a clear minimum. In b) the MF curve bottoms at a lower value of RMS indicating 

that tomo Q corrections lead to an improved fit.  
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Figure S6. MF from the S-ƒc grid-search of the same event of ML=3.9 of Figure S5; the meanings of 

the panels and symbols are the same as in Figure 8 of the main text. As for P-waves spectra fit (Figure 

S5), both (a) and (b) MF curves are characterized by a clear minimum. In (b) the MF curve bottoms 

at a lower value of RMS indicating that tomo Q corrections lead to an improved fit.  
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Figure S7. MF from the P-ƒc grid-search of one event of M L=4.4; the meanings of the panels and 

symbols are the same as in Figure 7 of the main text. It is noteworthy that both (a) and (b) MF curves 

are characterized by a clear minimum. In (b) the MF curve bottoms at a lower value of RMS indicating 

that tomo Q corrections lead to an improved fit.  
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Figure S8. MF from the S-ƒc grid-search for the same ML=4.4 event of Figure S7. The meanings of 

the panels and symbols are the same as in Figure 8 of the main text. It is noteworthy that both (a) and 

(b) MF curves are characterized by a clear minimum. In (b) the MF curve bottoms at a lower value 

of RMS indicating that tomo Q corrections lead to an improved fit.  

 

 

 

 

5. Further assessment of the performance of our method by comparison with the Coda 

waves spectral ratio method 

 

5.1 The Coda waves spectral ratio method. 

This method, developed and described in detail by Yoshimitsu et al., 2019 (hereinafter YEA), relies 

on the use of the spectral ratio between two events of different magnitude but similar location. The 

smaller event acts as an EGF for the biggest one (BIG). The spectral ratio is used to remove from the 

BIG’s  spectrum  the  effect  of  path,  attenuation  and  instrument  that  are  quantified  by  the  EGF 

spectrum. In such a way, the spectral ratio is only a function of the source characteristics of the pair 

of events. In the method of YEA, the signal that is used to compute the spectral content consists of a 

portion of the coda waves that conventional begin on seismograms at 2 times of the S-waves travel 

time (i.e. Herraiz and Espisosa, 1987). The definition of the BIG-EGF couple is essentially related to 

the  inter-event  distance  and  to  the  difference  of  magnitude  between  the  events.  In  particular,  the 

magnitude of BIG allows us to define a spatial volume and therefore the distance within which EGS 

must  be  located.  Furtherly,  the  magnitude  of  BIG  and  EGF  events  must  differ  by  at  least  0.5. 

Following  YEA,  the  spatial  extent  of  the  BIG  event  could  be represented  by  the  fault  dimension 

estimated on the basis of the magnitude (see Kanamori and Anderson, 1975). A Mw 4 event, for 

example,  is  characterized  by  spatial  length  of  2 km.  In  this  application,  we  apply  the  main  steps 

described in YEA that, for sake of clarity, we summarize in the following points. 

I)  First,  we  form  the  couples  of  events  by  the  approach  based  on  the  inter-events  distances  and 

magnitude differences. In our case we collect about 10,000 pairs of events with magnitude ranging 

from 2.0 to 4.0. We prefer to not include events with magnitude above 4 for these motivations: a) we 

are interested to follow strictly the recipes described in YEA where the maximum magnitude is 4; b) 

the use of M>4 force to use larger time windows that, especially in a seismic sequence, could be 

contaminated by later events. 
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II) We compute the spectra of coda waves at all the stations that have recorded the generic couple 

BIG-EGF, using the multiple time window described by YEA. For one station, a coda signal 10.24 s 

long is extracted on the 3 components of BIG and EGS waveforms, starting at twice the S wave arrival 

time. Along this portion of the seismogram, a 50% overlapping window of 5.12 is used to cut the 

signal and to compute the spectral content. Spectral amplitudes of the 3 resulting windows are then 

averaged  and  compared  with  the  noise  spectrum  computed  in  a  similar  way  by  using  the  signal 

preceding the P onset. The signal spectrum is retained if the signal- to- noise ratio (SNR) is above 1.5 

in the frequency-interval range from 0.2 to 20 Hz. The minimum frequency is related to the length of 

the moving window (5.12 s) while the maximum frequency is set on the basis of different trials. While 

YEA used 30 Hz as maximum frequency, in our case we are forced to reduce the analysis at 20 Hz. 

This necessity arises from the weakness of the coda signal from 20 to 30 Hz, probably due to the 

strong attenuation undergone by coda waves within the alluvial cover of Po plain. 

III) For all the stations of the couple BIG-EGF and for all the components that pass the SNR selection, 

we  compute  the  spectral  ratio  between  BIG  and EGF  signal  spectrum.  We  average  all  the  single 

estimations  obtaining  the  mean  spectral  ratio  that  represents  the  observed  function  to  be  fitted. 

Following equation (3) of YEA, the observed spectral ratio may be modeled by the function: 

 

𝑈1(𝑓)
𝑈2(𝑓) = 

𝑀𝑜1 [1+ (𝑓/𝑓𝑐 2)2]
𝑀𝑜2 [1+ (𝑓/𝑓𝑐 1)2] 

 

where U1(f)/U2(f) is the observed ratio between BIG and EGF spectra, Mo1, ƒc1, Mo2, ƒc2 are seismic 

moment and corner frequency for BIG and EGF, respectively. The unknown parameters are ƒc1, ƒc2, 

and Mo1/Mo2. The fit is carried out by a grid-search that is tuned to find the global minimum by using 

the L2 norm of the residuals between observed and theoretical spectral ratio.  

For ƒc we use a grid-search ranging from 0.2 Hz, the minimum frequency resolvable by the used time 

window (5.12 s), to 20 Hz, the maximum frequency that exceeds the noise level in our dataset. This 

range is then divided in 60 logarithmic equally spaced intervals to find the best ƒc1 and ƒc2. The same 

procedure is adopted to find the best Mo1/Mo2. In this case the extreme values where the grid-search 

runs are inferred by the observed spectral ratio values. 

IV) After the determination of the spectral ratio fits, YEA suggests performing a fit selection based 

on the analysis of residual between observed and modeled spectral ratio. First, it should be verified 

that the residuals exhibit a gaussian-like distribution. This could be performed by the application of 

the Shapiro–Wilk (or Kolmogorov–Smirnov) statistical test. Second, it should be checked if residuals 
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present irregularities at some particular frequencies. Some irregularities may arise from the 

inadequacy of EGF to model path characteristics or by source-medium complexities. In the paper of 

YEA  this  quality  control  is  performed  by  dividing  the  residual  trends  from  0.2  to  30  Hz  into  5 

overlapping segments. A residual trend is defined as regular if the sum of the absolute difference of 

the adjacent slopes is within a threshold set to 0.01. In our case, since the analyzed frequency range 

is smaller (0.2-20 Hz), we have to sensibly increase this threshold to account for more steep adjacent 

segments and a simple comparison with YEA is not straightforward. For this reason, we prefer to 

check the quality of our fits by using two additional methods. First, we use a simple comparison based 

on the cross-correlation coefficient (CC) between the observed and the modeled spectral ratio. After 

a visual inspection of our results we decided to choose only fit with CC > 0.90. Lower CC values are 

typically found when irregularities in the observed spectra ratio lead to unrealistic fit. Second, we use 

a  bootstrap  approach  to  quantify  the  stability  of  the  computed  parameters  (ƒc1,  ƒc2,  Mo1/Mo2)  as 

suggested in YEA. The residuals between the observed and the modeled spectral ratio, are randomly 

extracted and added to the synthetic curve to create a bootstrap sample. This bootstrap sample is then 

treated  as  a  real  case  and  the  unknown  parameters  (ƒc1,  ƒc2,  Mo1/Mo2)  are  found.  After  1,000 

realizations, for each parameter we obtain a bootstrap distribution that allows estimates of mean value 

and standard deviation. We observe that when the observed spectral ratio is characterized by a regular 

sigmoidal shape, the fit is well constrained and the bootstrap distribution gives an average ƒc 1, ƒc2 

estimations that are very close to the final fit. Finally, based on YEA and on the observation of our 

results, for a fit to be retained we impose that: 1) residuals between observed and modeled spectral 

ratio have a gaussian-like distribution, 2) the cross-correlation between observed and theoretical curve 

is at least 0.90, 3) the discrepancy between corner frequencies estimated by fitting the spectral ratio 

and those derived by the mean of the bootstrap distributions are within 1 Hz. These strong selection 

criteria furnish a total of 157 spectral ratio fit. In Figure S9 we show one example of these selected 

spectral ratios and, for comparison, in Figure S10, one discarded fit. 
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Figure S9. Example of the fitting procedure of spectral ratio that meets the selection criteria.  

(a) (left) spectra ratios of the available components (gray) and the averaging spectral ratio (black) that 

is fit by the red curve. Dotted vertical lines indicate the corner frequency for the largest and EGF 

events. The cross-correlation (CC) between observed and modeled spectral ratio is reported on the 

left corner. The title expresses the magnitude, the corner frequency and its bootstrap derived error for 

the larger event (EVE-L) and for EGF (EVE-S), respectively. (right) Histogram showing the residual 

distribution  between  observed  and  modeled  spectral  ratio.  By  the  red  color,  the  gaussian  curve 

corresponding to the observed distribution is reported. As title we report the p-value that derives from 

the application of the Shapiro-Wilk test to explore the null hypothesis that the distribution of the 

residuals  follows  a  normal  distribution  (if  p-value  >  0.05  we  can  assume  that  data  are  normally 

distributed).  (b)  Histograms  showing  the  distribution  of  unknown  parameters  when  we  use  the 

bootstrap approach to find the uncertainties on ƒc 1, ƒc2, and Mo1/Mo2. When bootstrap distribution 

returns values of ƒc1 and ƒc2 within 1 Hz with respect to the fit results, we are confident that the fit is 

well constrained. 
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Figure  S10. Example  of  the  fitting  procedure  of  spectral  ratio  that  does  not  satisfy  the  selection 

criteria. See for details the caption of Figure S9. It is noteworthy that the bad quality of this fit is 

testified  by  low  CC  value  and  larger  discrepancy  between  fit  and  bootstrap  distribution  corner 

frequencies. 

 

 

 

V) For each selected fit, we first compute the absolute values of the seismic moment for the large and 

for the EGF event, starting from the computed ratio (Mo1/Mo2). For this purpose, we assume that 

the logarithmic average of seismic moments is equal to the value determined by the spectral fitting 

analysis (see Ide et al., 2003; Imanishi and Ellsworth 2006). Mo1 and Mo2 are then used with ƒc1 

and ƒc2 to obtain an estimation of the static stress drop for the couple of events by using equation (7) 

of the main text, similar to the computation carried out for S-wave spectra. 

VI) The couples of events are grouped to form clusters. A cluster is defined by couples of events that 

share the same largest magnitude event. We impose the minimum number of couples that populate a 

cluster to be 4. The spatial definition of each cluster depends on the spatial separation between the 

master and EGF event as specified at point I). Therefore, for the largest event, we obtain multiple 

estimations for ƒc and stress drop that are subsequently averaged to obtain robust estimations of such 

parameters. In Figure S11 we show an example of a cluster composed of 9 couples of events. For the 

master event, of M L= 3.6, we obtain 9 estimations of ƒc and static stress drop that are averaged to 

obtain stable estimations of such parameters. The EGF events have only one estimate. However, if a 

generic EGF is shared with other clusters, averaged values could be determined similarly to the master 

event. For this cluster, master-event ƒc are between 3.5 and 4.8 Hz with an average value of 4.1+/-

0.5  Hz  (Figure  S11a).  EGF,  having  smaller  magnitude,  exhibits  higher  ƒc  values  (gray  points  in 

Figure S11a). If the couples of events are ordered as a function of the EGF magnitude (Figure S11b), 

we observe that EGF ƒc tends to decrease at increasing magnitude (Figure S11b). For the main event 

stress drop we obtain values between 7 and 12  Mpa with an average estimate of 9.6 +/–1.3 Mpa 

(Figure S11c), while EGF stress drops lie in the range 2-13 Mpa (Figure S11c). Sorting the same 

couples with EGF magnitude we observe that stress drop estimates do not show a clear trend (Figure 

S11d). In this case we can exclude that stress drops estimates are size dependent. 
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Figure S11: Characteristic of a generic cluster composed by 9 couples of events. The master event 

(ML= 3.6) is common to all the 9 couples while the EGF events are different and are characterized by 

ML ranging from 2.0 to 2.5. Red points indicate the estimations for the master events while gray 

points are representative of EGF. (a) ƒc for the master and the EGF events. Dotted line is the average 

ƒc for the master event. (b) ƒc for master-EGF events sorted by the EGF magnitude. (c) Stress drop 

estimates for master-EGF couples. Dotted line is the average stress drop for the master event. (d) 

Stress drop for master-EGF events sorted by the EGF magnitude.  

 

5.2 Comparison of Stress-Drop estimations by spectral fit and coda–waves fit 

The definition of clusters of events allows robust estimations of stress drop values for the master 

event. This is accomplished by averaging all the determinations obtained for each couple of events 

forming the cluster. In our case, we form clusters with at least 4 couples of events and therefore stress 

drop estimates of master events are computed by averaging at least 4 values. Performing the average 

stress drop between couples of events, that represents an important peculiarity of this method, leads 

to stable determinations of source parameters (see YEA). For EGF events, the robustness of stress 

drop determination depends on the number of couples to which such EGF belongs and therefore on 

the relative position with respect to the master events.  

In  the  subsequent  Figure  S12  (already  shown  in  the  main  text,  as  Figure  10),  stress  drop  values 

determined  for  the  cluster  master  events  and  for  EGF  shared  with  at  least  two  large  events,  are 
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compared with stress drop estimated by the spectral fit procedure. From Figure S12a we observe that 

the points lay on the proximity of the equal-values line (gray line), showing a substantial agreement 

between the stress drop values determined by the two independent methods. 

If we compare the stress drop variations computed with respect to the average value for the same pool 

of data, we observe that the majority of points fall in the NE-SW quadrants, delineating a positive 

correlation  between  stress  drop  variations.  Since  the  average  stress  drop  value  is  determined 

separately for coda and spectral fit data, this plot demonstrates that both stress drop datasets give 

equivalent  indications  about  the  variability  of  stress  drop  with  respect  to  the  mean  value  (Figure 

S12b).  

 

 

 

Figure S12. Comparison of Stress Drop computed by spectral fit and coda wave approach. Colored 

circles represent the master events of each cluster. The color is assigned on the basis of the magnitude 

as in Figure 4 (light blue= magnitude interval 3-4). Gray point represents EGF belonging to at least 

2 clusters. (a) Comparison between absolute values of stress drop. The gray line indicates equal values 

of stress drop. The red dashed line represents the linear fit of data: slope = 0.87, intercept = 1.05. (b) 

Comparison of stress drop variation with respect to the mean value by using the same datasets of (a). 

Gray dashed lines indicate null variations with respect to the average stress drop.  
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