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Supplemental Material

As part of the community stress-drop validation study initiative, we apply a spectral
decomposition approach to isolate the source spectra of 556 events occurred during
the 2019 Ridgecrest sequence (Southern California). We perform multiple decomposi-
tions by introducing alternative choices for some processing and model assumptions,
namely: three different S-wave window durations (i.e., 5 s, 20 s, and variable between 5
and 20 s); two attenuation models that account differently for depth dependencies; and
two different site amplification constraints applied to restore uniqueness of the solu-
tion. Seismic moment and corner frequency are estimated for the Brune and Boatwright
source models, and an extensive archive including source spectra, site amplifications,
attenuation models, and tables with source parameters is disseminated as the main
product of the present study. We also compare different approaches to measure the
precision of the parameters expressed in terms of 95% confidence intervals (CIs).
The CIs estimated from the asymptotic standard errors and from Monte Carlo resam-
pling of the residual distribution show an almost one-to-one correspondence; the
approach based on model selection by setting a threshold for misfit chosen with an
F-ratio test is conservative compared to the approach based on the asymptotic standard
errors. The uncertainty analysis is completed in the companion article in which the out-
comes from this work are used to compare epistemic uncertainty with precision of the
source parameters.

Introduction
Determination of source properties of small and moderate
earthquakes from far-field recordings requires adequate treat-
ment of propagation and site effects. Over the years, various
approaches in the time or spectral domain have been devel-
oped to isolate the source contribution in recordings, and to
determine parameters such as seismic moment and source size.
Examples are deconvolution with an empirical Green’s func-
tion in time (e.g., Mori and Frankel, 1990; Bertero et al.,
1997) or frequency (e.g., Mueller, 1985; Abercrombie, 2015)
domain, considering P- or S-wave windows; coda-envelope
decay modeling (e.g., Mayeda et al., 2003; Shelly et al.,
2021); and joint inversion of Fourier amplitude spectra
(FAS; e.g., Andrews, 1986; Castro et al., 1990). Regardless
the approach taken, estimates of source parameter are affected
by uncertainties generated by several factors, such as data
selection and processing, model assumptions inherent to the
inversion schema applied, and adopted fitting procedure.
Because of these uncertainties, it is difficult to compare results
obtained from different studies, and interpretation of source-

scaling relationships and spatial variability is hampered by the
various study-dependent assumptions (Abercrombie, 2021).

Recently, benchmark studies have been carried out to facili-
tate comparison of the results of different approaches applied
to the same data set (e.g., Shearer et al., 2019; Baltay et al., 2021;
Pennington et al., 2021; Morasca et al., 2022; Shible et al.,
2022). In this study, we consider the data set disseminated
in the context of the community stress-drop validation study
(see Data and Resources) organized to compare the source
parameters and, in particular, stress drop for earthquakes of
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the 2019 Ridgecrest sequence in Southern California. We con-
sider a spectral decomposition approach known as generalized
inversion technique (GIT; Oth et al., 2011) to determine the
nonparameteric source spectra of the analyzed earthquakes.
Because our focus is on estimating the uncertainties on the
source parameters, we carry out the spectral decomposition
by performing alternative assumptions for different compo-
nents of the workflow (i.e., window duration for Fourier com-
putation, dependency on depth of attenuation model, applied
site amplification constraint, and assumed source model). In
fact, this article is the first of a two-part study (see Data
and Resources). Here, we provide an overview of the decom-
position performed, focusing on evaluating the uncertainty of
the parameters associated with the spectral fitting procedure,
hereafter referred to as the precision of the source parameters;
in the companion article (see Data and Resources), the uncer-
tainty sampled from the multiple choices (model-related or
epistemic uncertainty) is estimated and compared with the
precision. As the main product of the present study, an archive
is available that includes source spectra, tables listing the
source parameters obtained for the alternative choices, and fig-
ures showing the performed fits (see Appendix for details
about the archive).

Data Set
Recordings analyzed in this study are extracted from the data
set disseminated in the framework of the community stress-
drop validation study (Baltay et al., 2021). We consider 556
earthquakes recorded at 67 sites, corresponding to 94 stations
if colocated sensors are counted separately. We analyze accel-
erometric (HN or HL) and velocity (HH or EH) data channels
provided by different networks (see Data and Resources). Local
or moment magnitudes M are in the range 2.5–7.1, hypocen-
tral distances cover the range 5–111.4 km, and the hypocentral
depths are shallower than 12 km. The source-to-station geom-
etry of the data set is shown in Figure 1. FAS are computed for
three different windows durations, starting one second before
the S-wave arrival time. The selected durations are 5 s, 20 s, and
a variable duration ending when the squared velocity cumu-
lated over the entire window reaches 90%. In the latter case,
we limit the minimum and the maximum durations to 5
and 20 s, respectively. The minimum and the maximum dura-
tions are selected to have a good spectral resolution at 0.3 Hz
(i.e., the lowest frequency considered for the source spectra)
and to avoid long coda durations for the largest distances ana-
lyzed, respectively. A comparison of the FAS computed for 5
and 20 s windows is shown in Figure S1, available in the sup-
plemental material to this article, for two events with magni-
tude 2.7 and 5.4, respectively, considering recordings at
different hypocentral distances. Beside the difference in spec-
tral resolution, deviations between the spectra computed con-
sidering the two durations are observed at low frequencies, in
particular, for the short distance (11.7 km) recording of the

M 2.7 event and for the recordings of the M 5.4 event at
34.7 and 100 km. Therefore, an impact of the window duration
on the estimate of the seismic moment is expected (see
companion article in the Data and Resources section). The
acceleration FAS are smoothed using the Konno–Ohmachi
window with b = 40 (Konno and Ohmachi, 1998), and the
two horizontal spectra are vectorially combined. Signal-to-
noise ratio (SNR) is evaluated considering pre-event noise win-
dows and retaining for analysis only those spectral amplitudes
with SNR greater than 4, discarding spectra with less than 60%
of usable frequencies. The maximum number of spectral
amplitude available for the analysis is 11,102 at 2.23 Hz;
the spectral amplitudes are reduced to 7731 and to 6553 at
0.3 and 30 Hz, respectively. Finally, only stations and events
with at least eight usable recordings are retained for the
analysis.

Spectral Decomposition
The so-called GIT is a well-established approach to isolate
source, propagation, and site effects in the spectral domain
(Andrews, 1986; Castro et al., 1990; Boatwright et al., 1991;
Oth et al., 2011). GIT is based on linear and time-invariant
assumptions for which the output is given by the convolution
between the input and the transfer function of the system, that is

LogOij�f � � LogSi�f � � LogP�Rij,f � � LogZj�f �, �1�

Figure 1. Map of the Ridgecrest region (Southern California)
showing the locations of events (circles) and stations (triangles)
considered in this study. Rays are connecting epicenters to
recording stations. The circles with radius 50 and 100 km are
drawn for reference.
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in which the Oij�f � is the observed spectral amplitude at fre-
quency f for earthquake i recorded at station j; Si�f � is the source
spectrum for event i; P�Rij,f � is the propagation term for the
hypocentral distance Rij; and Zj�f � is the site term for station
j. Considering each frequency separately, equation (1) is gener-
ating an overdetermined linear system that can be solved in a
least-squares sense. Then, the results achieved for the different
frequencies are merged to form vectors describing the source
spectrum for each considered earthquake—the spectral attenu-
ation with distance and site effects for all stations. The nonpara-
metric source spectra can be fit at a later stage to any suitable
seismological model to extract the source parameters of interest.

We consider two alternative approaches for describing the
propagation term P. In the first approach, P is described in
terms of the spectral attenuation with hypocentral distance
AR; following this approach, the attenuation for two source-
to-receivers seismic rays corresponding to the same hypocen-
tral distance, but starting at different hypocentral depths is the
same. To introduce an explicit dependence on the source
depth, a set of spectral attenuation models Arh are simultane-
ously determined for different depth interval, considering the
epicentral distance. The two nonparametric propagation mod-
els are described by the following equations:

LogPij�f k� � an�f k�LogAR
n � an�1�f k�LogAR

n�1, �2�

LogPij�f k� � bm,l�f k�LogArh
m,l � bm�1,l�f k�LogArh

m�1,l

� bm,l�1�f k�LogArh
m,l�1

� bm�1,l�1�f k�LogArh
m�1,l�1: �3�

In the following, we refer to models in equations (2) and (3)
as hypocentral distance-based model (HYPO) and depth-
dependent models for epicentral distance (EPIH) models,
respectively.

For HYPO, we discretize the analyzed hypocentral distance
range into N intervals with nodes located at distances Rn,
with n = 0,…,N − 1; a linear interpolation of LogAR is assumed
between two consecutive nodes, that is, if the hypocentral
distance R satisfies the condition Rn ≤ R < Rn�1, then
an � �Rn�1 − R�=ΔR and an�1 � 1 − an with
ΔR � �Rn�1 − Rn�. For EPIH, both the epicentral and depth
ranges are discretized into M and L intervals corresponding
to distances rm, with m = 0,…, M−1 and depths hl, with
l = 0,…, L − 1, respectively. The distance vector used for
HYPO is [0, from 5 to 107 with step 3, 111.5] km.

Also, a linear interpolation between consecutive epicentral
distances and consecutive depths is implemented for EPIH.
The considered depth interfaces are [0, 3, 6, 9, 11.5] km.
Therefore, for each frequency, the spectral attenuation with
hypocentral distance is represented by a vector of values an
(HYPO model), whereas the spectral attenuation with

epicentral distance and depth is represented by a matrix
bm,l of values (EPIH model). To smooth the spectral attenua-
tion values with distance and depth, we set to zero the
Laplacian computed with respect to the variables, and we solve
the linear system equation (1) in a least-squares sense
(Koenker and Ng, 2021).

The HYPO and EPIH models are shown in Figure 2. For
distances less than 50 km, HYPO spectral values averaged over
different frequency intervals attenuate with distance between
1/R (low frequencies) and 1=R1:6 (high frequencies); for longer
distances, high frequencies attenuate more rapidly, whereas
low frequencies show a tendency to become flat, probably
as a consequence of reflections from deep crustal interfaces
(e.g., Somerville and Yoshimura, 1990). The EPIH model is
exemplified in Figure 2 for three frequencies: at 1 Hz, attenu-
ation is weak at all depth intervals; at intermediate frequencies
(about 4 Hz), attenuation shows a systematic dependency on
depth, with shallow depths attenuating more; and at high
frequencies (about 15 Hz), depths up to 9 km show a similar
trend, whereas attenuation for the two deeper depth ranges is
weaker. In summary, Figure 2 shows that the EPIH model
shows a tendency for attenuation to decrease with depth with
more pronounced differences between the depth ranges occur-
ring at intermediate frequencies. The impact of the selected
attenuation model on the source parameters is discussed in
the companion article (see Data and Resources).

Nonuniqueness of the GIT Solution
The least-squares solution of system 1 is not unique, because
there are two unresolved degrees of freedom: because we are
summing three terms, we can add a constant to one term and
remove the same constant from another, and the sum will not
change (Andrews, 1986). To check the rank deficiency of the
design matrix, we perform its singular value decomposition:

G � USVT , �4�

in which G is the M×N design matrix; U is the M×M orthogo-
nal matrix for which columns generate the data space; V is the
N×N orthogonal matrix for which columns generate the model
space; and S is an M × N diagonal matrix with nonnegative
diagonal elements called singular values. The singular values
for the geometry of Figure 1 are shown in Figure S2. As
expected, among the 687 singular values, two are numerically
close to zero (i.e., of the order of 10−16), confirming that the
model null space has dimension equal to 2. The right panel of
Figure S2 shows the columns V ,686 and V ,687 of the matrix V,
which are associated with the null singular values (the singular
values are organized in descending order). These two columns
form an orthonormal basis for the kernel of the design matrix.
Each element of the basis consists of a constant value on each
column block related to event, station, and attenuation with the
sum of the three constant values equal to 0. They represent the

Volume XX • Number XX • – 2023 • www.srl-online.org Seismological Research Letters 3

Downloaded from http://pubs.geoscienceworld.org/ssa/srl/article-pdf/doi/10.1785/0220230019/5861868/srl-2023019.1.pdf
by Istituto Nazionale di Geofisica e Vulcanologia INGV user
on 24 May 2023



tradeoff existing among the source, station, and propagation
terms and without additional information (constraints), the
solution of the system 1 is not unique.

Other important information associated with the GIT design
matrix is provided by the covariance matrix (Boatwright et al.,
1991; Bindi et al., 2006). Figure 3a shows the diagonal elements
of the covariance matrix, that is, the sample variances of the
model parameters. The off-diagonal elements of the covariance
matrix provide information about the tradeoffs (correlation)
between different model parameters that jointly contribute to
generating the observations. These tradeoffs are determined by
the geometry of the problem. Figure 3b shows that there is a
tradeoff between station and attenuation model parameters.
For example, Figure 3c focuses on model parameter 560

corresponding to station
WBM (Bowman Road) of the
Southern California seismic
network (CI). The recordings
analyzed for this station are in
the distance range of 25–
50 km, with median and mode
hypocentral distance equal to
about 35 km. Figure 3d con-
firms that there is a tradeoff
between the station term and
the attenuation coefficients in
the distance range sampled by
the station, in particular, for the
mostly sampled distances. To
limit the tradeoffs, it is impor-
tant that different stations sam-
ple the same distance bins,
avoiding that a few stations
dominate specific distance
intervals, and that each station
provides recordings over wide
distance and magnitude inter-
vals (Shible et al., 2022).

To remove the two null-sin-
gular values, the solution is
forced to satisfy specific condi-
tions that make the matrix full
rank. The first constraint is
applied to the attenuation
model by assuming a reference
distance at which the attenua-
tion is fixed to 1, that is,
log Pk � 0 for Rk � Rref . As a
consequence, the source spec-
tra are scaled at Rref . We fix
the hypocentral and epicentral
reference distance for the
HYPO and EPIH attenuation

models to 10 and 6 km, respectively.
We apply the second constraint to the site amplifications by

assuming a reference amplification condition. We consider two
different references; the first choice (referred to as AVE) is to
constrain to zero the average of the logarithm of all site ampli-
fications at each frequency; the second choice (referred to as
SEL) is to set the average site amplification relevant to a set of
reference stations equal to the a priori chosen amplification
function Zref �f �.

The site amplifications obtained with the AVE constraint are
shown in Figure 4a. Because the considered stations are installed
in different geological settings, the site amplifications show
a large variability in particular above 10 Hz. The applied
constraint implies that the site terms represent the site

Figure 2. Hypocentral distance (HYPO) and epicentral distance for different depth intervals (EPIH)
attenuation models described by equations (2) and (3), respectively. (a) The thin lines represent the
HYPO values for different frequencies; the thick colored lines represent the HYPO attenuation
values averaged over different frequency intervals as indicated in the legend. (b–d) EPIH
attenuation values exemplified for different frequencies (as indicated in each panel); different
colors indicate the attenuation values for different depth ranges as indicated in the legend.
Attenuation values proportional to 1/R and 1=R2 (dashed dotted lines) are shown for reference. The
color version of this figure is available only in the electronic edition.
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amplifications with respect to the network average. If the aver-
age amplification deviates from the imposed flat spectral behav-
ior, the deviation from the true average is moved to the source

spectra shown in Figure 4b. The
acceleration source spectra
show an average high-fre-
quency decay different from
the flat asymptotic behavior
predicted by the omega-square
source model, and the absorbed
average site amplification con-
tributes to the observed high-
frequency spectral fall off. The
SEL constraint is applied to
the average site amplification
of six stations installed on rock
(measured or geologically
inferred VS30 values greater
than 710 m/s from Rekoske
et al., 2020) shown as black
curves in Figure 4a. They have
a flat amplification lower than
the network average at frequen-
cies smaller than about 10 Hz,
and then they show a positive
amplification trend with fre-
quency. The positive trend indi-
cates that the near-surface
attenuation for these stations
(k0 parameter, Anderson and
Hough, 1984) is probably
weaker than the average near-
surface attenuation of the over-
all network. Therefore, follow-
ing (Bindi et al., 2020), we
constrain the average amplifica-
tion of the six stations to the
crustal amplification C(f) pro-
posed by (Campbell and
Boore, 2016) for the National
Earthquake Hazards Reduction
Program (NEHRP) B/C boun-
dary multiplied by an exponen-
tial term with k0 � 0:016 s
(Fig. 4c, dashed line), that is

Zref �f � � C�f �e−πk0f : �5�

The values used for k0
allows to get acceleration
source spectra that are, on
average, flat at high frequencies

(Fig. 4d), as predicted by ω2 source models. Although the
actual source spectra could deviate from this behavior due
to near-source attenuation (Castro et al., 2022) or source

Figure 4. Impact on the source spectra of constraints applied to the site term. (a) Site amplifications
obtained by constraining the average of all site terms to 1. (b) Source spectra relevant to the site
terms as in panel (a). (c) Site amplifications obtained by constraining the average (white curve) of
selected rock sites (black curves) to be identical to the spectral function shown as a dashed line; the
same reference sites (black) and their average amplification (white) ± one standard deviation are
also shown in panel (a). (d) Source spectra relevant to the site terms in panel (c). In panels (b) and
(d), the black curves are source spectra of magnitude 3 events. The color version of this figure is
available only in the electronic edition.

Figure 3. (a) Diagonal elements of the covariance matrix. (b) Detail of the covariance matrix
considering the station and attenuation columns. (c) Detail of the covariance matrix for station
CI.WBM.HH (column 560) considering only the station and attenuation portion of the matrix. The
red dashed lines indicate the distance range sampled by recordings at CI.WBM.HH. (d) The circles
indicate the normalized covariance off-diagonal entries between station CI.WBM.HH and the
attenuation columns; crosses indicate the number of recordings for station CI.WBM.HH available
within each distance bin, normalized to the maximum sampling. The color version of this figure is
available only in the electronic edition.
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(Beresnev, 2023) effects, with the SEL constraint we impose
that the source spectra are ω2.

If we compare the logarithm of the ratio between the average
spectra for magnitude 3 events with the logarithm of the inverse
average site amplifications for the reference stations, they are
identical (see Fig. S3). This confirms that the constraint applied
to the site amplifications breaks the tradeoff between source and
site terms, but the constrained solutions provide the same pre-
dictions, because the unconstrained solutions and the analysis of
the residuals alone is not sufficient to discriminate among the
quality of solutions obtained by applying different constraints.

Source Parameters
We fit the GIT source spectra S(f) to the following rupture
source model (Boatwright, 1980):

S�f � � Ω0

�1� �f =f c�nγ�1=n
: �6�

In equation (6), the source
for each earthquake is charac-
terized by the parameters Ω0

(proportional to the seismic
moment M0), the corner fre-
quency f c, and the high-fre-
quency decay parameters n
and γ. To reduce the number
of source parameters, the latter
are sometimes constrained to a
priori values corresponding to
specific source models. We
consider two different choices:
γ � 2 and n = 1, correspond-
ing the Brune ω2 source model
(Brune, 1970), and γ � 2 and
n = 2, referred to as
Boatwright model. Therefore,
we fit two different models to
the source spectra S(f) to
obtain seismic moment M0

and corner frequency f c values
for the analyzed earthquakes.
The source parameters for
the Brune and Boatwright
models are compared in
Figure 5, considering 20 s win-
dows, HYPO attenuation
model, and SEL site constraint.
Figure 5a,b shows that the seis-
mic moments estimated for the
two source models are in good
agreement with ratios less than
1%. The trend in Figure 5b is a
consequence of the inverse

correlation between seismic moment and corner frequency.
Regarding the corner frequencies, Figure 5c,d show
that there is a systematic scaling between the values of f c pro-
vided by the two source models, with the ratio of the
Boatwright to Brune values showing a trend with negative
slope as f c increases (i.e., as magnitude decreases). The
seismic moment versus corner frequency scaling are
shown in Figure 5e,f and compared with the equal stress drop
lines (Hanks and Thatcher, 1972; Thatcher, 1972). The com-
putation of the stress drop is described in the companion
article (see Data and Resources). Despite differences in indi-
vidual values, the overall population of events considered
show a similar scaling for the two source models, with
stress drops mostly between 0.1 and 10 MPa. Although
the maximum stress-drop value shown by events of different
magnitude is almost independent of magnitude, smaller
events show larger variability toward small values of
stress drop.

Figure 5. Comparison between the logarithm of seismic moment M0 and corner frequency f c
estimated considering the Brune (Br70; n = 1, γ � 2 in equation 6) (a) and Boatwright (Bw80; n = 2,
γ � 2 in equation 6) (c) source models. Ratios in panels (b) and (d) are computed as Br70/Bw80.
Panels (e) and (f) show the scaling between seismic moment and corner frequency for Bw80 and
Br70 models, respectively. The color version of this figure is available only in the electronic edition.
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Regarding the AVE site constraint because an average site
effects could be transferred to the source term, equation (6) is
modified as

S�f � � Ω0

�1� �f =f c�nγ�1=n
e−π�f−f s�ks , �7�

in which the additional factor, applied for f ≥ f s, accounts for
deviations of the high-frequency trend from a flat acceleration
spectra. The average of the ks slopes computed over the source
population is linked to the average site k0 transferred to the
source terms by the AVE constraint, whereas event-specific
deviations from the average represent source-specific effects
(Bindi et al., 2020). For each spectrum, the value of f s in equa-
tion (7) is determined by following a grid search procedure.
Finally, the source spectra are anchored to the catalog moment
magnitudes by requiring that the average of the seismic
moments M0 estimated from Ω0 do not show any bias with
respect to the catalog values for events with magnitude larger
than 3.5 (see Bindi et al., 2020, their equation 4).

Precision of the Source Parameters
The source parameters are provided with 95% confidence
intervals (CIs). Because different approaches can be applied
to compute the CI (Motulsky and Christopoulos, 2004), we
compare three procedures based on asymptotic standard errors
(method AM), Monte Carlo resampling (method MC), and
model comparison (method MH).

In the AM approach, the
95% CI of the best-fit param-
eter p (in which p indicates
either LogM0 or f c) is com-
puted as p� tα,df SE, in which
t is the t-student critical value
for the selected confidence
level (i.e., α � �1 − 0:95�=2)
and the number of degrees of
freedom df. The standard error
(SE) of the parameters is
extracted from the diagonal
of elements of the covariance
matrix. Figure 6 exemplifies
the width of the confidence
intervals computed for two
earthquakes of magnitude 5.4
(Fig. 6a) and 2.7 (Fig. 6b), con-
sidering the Brune model.
Results are relevant to the
decomposition applied consid-
ering the HYPO attenuation
model and the SEL constraint
on site amplifications. The best
fit f c and LogM0 parameters

are indicated by the diamond, and the crosses indicate the
extension of the AM estimates for the 95% CI of the best-
fit parameters.

In the MC approach, spectra generated by considering the
best-fit parameters are perturbed with random scatter and fit-
ted again. A large number of random scatter realizations (2000
in our case) are drawn from a Gaussian distribution with zero
mean and standard deviation equal to the standard deviation of
the residual distribution associated to the best-fit model. Then,
a distribution of source parameters is generated for all syn-
thetic spectra, and the range between the 2.5th and 97.5th per-
centile values are used as MC estimate of the confidence
intervals. In Figure 6, the best-fit models of the 2000 Monte
Carlo randomly generated spectra are shown as circles, and
the MC confidence intervals for f c and LogM0 are indicated
by the dashed lines. The Monte Carlo approach provides also
a visual indication about the correlation between the two
source parameters, which is stronger for the larger event shown
in Figure 6a. A larger correlation for the magnitude 5.4 event is
also confirmed by the correlation coefficients computed by
normalizing the off-diagonal element of the covariance matrix
for the standard deviation of the two parameters (the correla-
tion coefficients are −0.65 and −0.95 for the 2.7 and 5.4 events,
respectively), and it was expected because its corner frequency
is close to the lower boundary of the usable frequency range
(i.e., 0.3 Hz).

The MH confidence intervals are constructed selecting
models that produce errors smaller than a threshold fixed

Figure 6. Confidence intervals computed with different methods for two events with magnitude
(a) 5.4 and (b) 2.7. The considered methods are based on: asymptotic standard error (AM); Monte
Carlo resampling of the residual distribution (MC); and model comparison (MH). The diamond in
the center indicates the best-fit parameters with the AM confidence intervals (horizontal and
vertical black segments); the circles represent theMonte Carlo solutions with their 95% confidence
intervals (horizontal and vertical dotted lines); the large gray square indicates the grid search
domain explored for the model comparison approach MH, and the ellipsoid over the Monte Carlo
results delimits the 95% confidence contour for MH. The color version of this figure is available
only in the electronic edition.
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above the minimum misfit value. The misfit is measured in
terms of sum-of-squares (SS), and the threshold is selected
such that models with SS below the threshold cannot be con-
sidered statistically different from the best-fit model by per-
forming an F-ratio test at 95% confidence level. The value
of the threshold is given by (Motulsky and Christopoulos,
2004):

SSthreshold � SSbest−fit

�
F

P
N − P

� 1

�
, �8�

in which SSbest−fit is the sum-of-squares value of the best-fit
model, P is the number of model parameters (2 in our case),
N is the number of spectral values, and F is the critical value of
the F distribution for 1 − α � 0:05 confidence level with P
degrees-of-freedom in the numerator and N − P in the denom-
inator. A grid search procedure is implemented to identity
those models generating a SS not larger than SSthreshold. In
Figure 6, the tested models are those within the large rectan-
gular domain, and models with SS below the threshold define
the ellipsoid within the grid search area. The MH confidence
intervals are computed considering the lowest and the highest
values of the parameters on the boundary of the ellipsoid (con-
fidence contour). Figure 6 shows that the MH confidence inter-
vals for f c and LogM0 are conservative with respect to AM and
MC estimates. The comparison between the different estimates
CI for f c is shown in Figure 7, considering all the events. AM
and MC produce almost identical estimated (squares on the
line with slope 1), whereas MH generates CI for f c about
25% larger (diamonds on the line with slope 1.24). Because
the different approaches produce consistent estimates, in the
following we consider the AM confidence intervals for their
lower computational effort requirement.

Following the previous studies (Prieto et al., 2007; Oth et al.,
2011), we also consider the nonparametric bootstrap approach

(Efron, 1979) to estimate the uncertainties of the source
parameters. The bootstrap procedure is applied to the input
data set by randomly sampling with repetition the original data
set and creating 1000 replications. The GIT decomposition is
performed for each replication, and a distribution of spectra is
obtained for each event. Figure 8 shows the bootstrap spectra
distribution for two events with magnitude 2.7 and 5.4, being
the GIT source spectra estimated from the original data set
close to the median of the bootstrap spectral distribution. A
distribution of source parameters is then generated by fitting
the Brune source model to each bootstrap spectrum, and the %
95 CI for the parameters is computed as difference between the
2.5th and 97.5th percentiles. Figure 8 shows that the corner
frequency bootstrap distributions (bell-shaped distributions
on the bottom line) have a similar extension as the %95 CI
for the corner frequency estimated from the GIT results of
the original data set (vertical ribbon). When applied to all
earthquakes, the estimated bootstrap %95 CI scale linearly with
the AS estimate, but with a slope of about 0.75, suggesting that
the bootstrap approach overestimates the parameter’s preci-
sion (i.e., underestimate the uncertainty) with respect the
AM, MC, and MH approaches (Fig. 7).

Discussion
Source parameters can be determined by time or frequency
analysis after removing or mitigating, propagation, and site
effects. In this work, we applied the GIT approach that simulta-
neously inverts a large set of FAS computed for several earth-
quakes recorded from a network of stations. By solving an
overdetermined linear system in the least-squares sense, a
generic source spectrum is isolated for each earthquake from

Figure 7. Confidence interval of f c computed with different
approaches versus the values provided by approach AM based on
asymptotic standard error. Bootstrap results are shown as tri-
angles, and the points represent the results for the apparent
corner frequencies. The color version of this figure is available
only in the electronic edition.

Figure 8. Results of the bootstrap analysis exemplified for two
events of magnitude 2.7 and 5.4. The 95% CI on f c for the best-
fit model estimated with the AM method are shown as vertical
strips; the bell-shaped distributions are the distributions of the
source parameters estimated by fitting the Brune model to the
bootstrap spectra (1000 replications). The color version of this
figure is available only in the electronic edition.
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the spectral attenuation with distance- and site-dependent
amplification effects. The generic GIT source spectra are, in turn,
fitted to standard omega-square models to compute seismic
moments and corner frequencies. We applied the GIT approach
to a data set that was compiled for the 2019 Ridgecrest seismic
sequence (Southern California) and disseminated in the context
of the stress-drop benchmark (Baltay et al., 2021).

The objective of the benchmark is to compare the source
parameters and, in particular, the stress drop estimated by dif-
ferent techniques applied to the same data set. The comparison
of source parameters is hampered by several factors such as the
nonuniqueness of the solution, the different a priori assump-
tions applied to restore the uniqueness, and the different
assumptions behind the considered source model. The non-
uniqueness of the solution is an inherent feature of the model
used to link source, propagation, and site effects to observa-
tions (equation 1), because the design matrix always has 2
null-singular values regardless of the number and quality of
data (see Fig. S2). To restore uniqueness, we introduced a refer-
ence site constraint (Fig. 4a,b) that fixes the scale and shape of
the site amplification. As a result, the GIT site amplifications
are relative to this assumption and the source spectra scale
accordingly (Fig. 4c,d). Because different strategies can be
applied to source or site terms to break the tradeoff, compari-
son of results provided by different studies should consider rel-
ative quantities to remove the effect of a priori assumptions. It
is worth noting that the applied constraints generate solutions
that fit the data equally well, and thus the analysis of the resid-
uals does not allow us to distinguish the goodness of models
relevant to different constraints. Beside the tradeoff among the
source, propagation, and site term generated by the two unre-
solved degrees of freedom, the different terms also show some
degree of correlation, since different source, propagation, or
site mechanisms can generate similar spectral amplitudes.
For example, we exemplified the inverse correlation between
site amplifications and attenuation at distances sampled from
the recordings of a selected station for the selected Ridgecrest
data set. The correlation between competing physical param-
eters can be quantified by normalizing the corresponding off-
diagonal element of the covariance matrix for the standard
deviations of the parameters (Fig. 3). Therefore, the covariance
matrix provides some hints about the suitability of the data set
for performing the GIT analysis.

The target of this study was actually twofold. First, to set up
the GIT decomposition by making alternative choices for deci-
sions regarding the window length for spectra calculation,
depth dependence of the attenuation model, site constraint,
and source models. The results of the GIT inversions per-
formed considering the various branches of the logic defined
by the alternative choices earlier are presented in the
companion article (see Data and Resources) that discusses
the epistemic uncertainties. The second objective of this study
was to estimate the uncertainty affecting the seismic moment

and corner frequency resulting from spectral fitting. The
uncertainty of parameters is also needed to compare results
obtained in different studies, and we quantified the precision
by computing the 95% CI. We showed that %95 CI computed
from the asymptotic standard errors (i.e., using information
extracted from the covariance matrix) and running multiple
fits over Monte Carlo-simulated source spectra are very close,
whereas the approach based on model comparison (i.e., com-
paring models that produce sum of the squares misfit values
within F-ratio test-selected threshold with respect to the best-
fit model) is conservative, producing on average %95 CI on
corner frequency 25% larger (Fig. 7). We also apply the boot-
strap approach to the original data set, performing the GIT
inversion over 1000 bootstrapped replications. In agreement
with the previous studies (e.g., Morasca et al., 2022), the
GIT results obtained considering the original data set is close
to the median of the bootstrap distribution of source spectra.
The CIs for the source parameters computed from the distri-
bution composed by the values extracted from the bootstrap
results are on average about 25% lower than the estimates from
the asymptotic standard errors (Fig. 7). The comparison of the
precision of the source parameters and the epistemic uncer-
tainty associated to alternative model assumptions is discussed
in the companion article (see Data and Resources).

The interpretation of the GIT source spectra is based on sev-
eral assumptions. In particular, the generic source spectra are
assumed to represent azimuthally averaged information. In real-
ity, the finite number of observations and their unbalanced azi-
muthal distribution may introduce systematic deviations from
the expected average values (e.g., radiation pattern effects, rup-
ture directivity effects, etc). Therefore, it is also worthwhile to
examine the variability of the source parameters computed
by fitting the Brune model to the apparent source spectra, that
is, the recorded spectra corrected for the GIT attenuation model
and site amplification effects. Figure 9 shows the example for
two events of magnitude 3.6 (Fig. 9a) and 5.4 (Fig. 9b). Each
circle represents the station-dependent seismic moment and
corner frequency extracted from the apparent source spectrum.
The inverse correlation between the two source parameters is
highlighted by the trend line, and it is stronger for the larger
event, as indicated by the slope written in top right corner,
in agreement with the previous discussions about Figure 6.
For these two events, the distribution of the source parameter
values do not show any systematic dependency on source-to-
station azimuth, and the 95% CI are represented by the horizon-
tal and vertical segments centered on the mean parameter val-
ues. When computed for all the events, the obtained standard
deviations of the apparent f c population for each event are com-
pared in Figure 7 to the AM precision. The CI values and the
standard deviation considered have different meanings because
they relate to different quantities (precision of the mean estimate
with respect to the variability of a population of parameters),
and larger values of σ are expected. Nevertheless, the
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comparison in Figure 7 is useful to highlight that the uncertainty
on the mean source parameters provides only an estimate of
their precision but does not provide any insight about how close
they are to the unknown true values, as discussed in the
companion article (see Data and Resources).

The results of the analysis (source spectra, attenuation mod-
els, site amplifications, and tables of source parameters) are
available as products of this study (see Data and Resources).
A description of the structure of the archive is provided in
the Appendix.

Conclusions
We applied a spectral decomposition approach (GIT) to isolate
the source spectra from attenuation and site amplification con-
tributions, considering a data set recorded during the 2019
Ridgecrest sequence (Southern California). In particular:

1. alternative choices for window duration, for describing the
distance dependence of the propagation, for constraining
the site amplification, and for parametrizing the source
spectra have been introduced, computing the seismic
moment and corner frequencies for several combinations
of these alternative choices;

2. different approaches to estimate the confidence intervals for
the seismic moment and corner frequency have been com-
pared. They are based on: asymptotic standard errors
extracted from the covariance matrix; simulation based
on the Monte Carlo sampling of the residual distribution;
model comparison; and bootstrap. The different approaches
provide consistent confidence intervals for the source
parameters, being the intervals provided by the model com-
parison approach conservative with respect to the Monte
Carlo and asymptotic standard errors approaches. On the
other hand, bootstrap estimates are on average about
25% smaller that the Monte Carlo ones; and

3. source parameters have
been estimated from the
apparent source spectra
obtained by correcting the
observed spectra for propa-
gation and site effects as
provided by GIT, allowing
the effectiveness of the azi-
muth averaging operation
to be evaluated.

The parameters produced
by combining the alternative
choices presented in this article
are analyzed in a companion
article (see Data and
Resources) to compare the pre-
cision of the parameters deter-

mined in this study with epistemic uncertainties sampled by
the multiple choices.

Data and Resources
This study has been performed within the framework of the commu-
nity stress-drop validation study (Baltay et al., 2021) organized as
Southern California Earthquake Center (SCEC) Technical Activity
Group. Waveforms and metadata can be available at https://www
.scec.org/research/stress-drop-validation. Data from the following
seismic networks have been analyzed: CI (doi: 10.7914/SN/CI), GS
(doi: 10.7914/SN/GS), SN (doi: 10.7914/SN/SN), NN (doi: 10.7914/
SN/NN), PB (not registered), and ZY_1990 (not registered).
Analyses have been performed in R (R Core Team, 2020) using pack-
ages: ggplot2 (Wickham, 2016), Matrix (Bates et al., 2022), SpareM
(Koenker and Ng, 2021), scico (Pedersen and Crameri, 2021), and
sparsesvd (Rohde et al., 2019). Figure 1 has been drawn with
Generic Mapping Tools software (Wessel et al., 2013). Fault traces
in Figure 1 were taken from (Evans et al., 2020), disseminated by
SCEC and are available at https://www.scec.org/research/cfm. All
websites were last accessed in December 2022. This study is the first
of two-article series (Bindi et al., 2023b). The archive with the results
of all analyses are available at Bindi et al. (2023a). The supplemental
material includes Figures S1–S3: Figure S1 shows examples of Fourier
amplitude spectra (FAS) computed for different window duration;
Figure S2 shows singular values; and Figure S3 shows impact on
source spectra of the constraint applied to the site term.
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Appendix
The access to source spectra and source parameters obtained in
this study is described in (Bindi et al., 2023). The archive is
organized as a directory-tree with duration/propagation/site/
source structure, in which the nested directories are:

• duration. The parent folder represents the window duration
used for computing the Fourier amplitude spectra; it has
names D5, D20, and Dv for the choices 5 s, 20 s, and variable
duration between 5 and 20 s, respectively;

• propagation. It indicates the two choices made about the
dependency on depth; it assumes the name HYPO and
EPIH, see equations (2) and (3), respectively;

• site. It indicates the applied site constraint, either AVE
or SEL;

• source. The innermost folder represents the source model
selected for performing spectral fitting and extract the source
parameters. As a subfolder of SEL, folder source can be
BRUNE or BOATW, corresponding to models in equation (6)

with γ � 2, n = 1 and γ � 2 and n = 2, respectively; as a
subfolder of AVE, source has the name BRUNEK and
corresponds to the model in equation (7).

An example of directory-tree is D20/HYPO/SEL/BRUNE
which collects the results obtained considering 20 s windows,
the attenuation model based on hypocentral distance, site
amplifications constrained for a set of selected reference sites
and the source spectra are fitted to the Brune model.

For the branch originated by D20, few other branching
levels are available, for example:

• D20/HYPO/SEL/BOOT includes the results of the bootstrap
analysis discussed in this study.

• D20/HYPO/SEL/BRUNE/APP includes the results of the
apparent source spectra discussed in this study.

In terms of tables summarizing the main results, the follow-
ing files are available:

• within the propagation folders, files named atte_“dur”_“-
prop”.csv, in which “dur” is a tag for duration (i.e, d5,
d20, or dv) and “prop” is the tag for propagation (i.e., either
HYPO or EPIH). Files for HYPO include one column named
dist reporting the hypocentral distance in km, and multiple
columns reporting the spectral attenuation for different
frequencies as indicated in the column name (e.g., column
FAS_000.47 is listing the attenuation at 0.47 Hz); for EPIH,
one additional column named ddep is reporting the depth
value in km, and epicentral distances are reported in column
ddist.

• within the site folder, files names source_“dur”_“prop”_“si-
te”.csv, in which the additional tag “site” is indicating either
the site constraint SEL or AVE; these files include a column
named “freq” indicating the frequency and multiple columns
indicating the GIT source spectra for different events
reported in the column name.

• within the site folder, files names siteamp_“dur”_“prop”_“-
site”.csv, where the additional tag “site” is indicating either
the site constraint SEL or AVE; these files include a column
named “freq” indicating the frequency and multiple columns
indicating the GIT site amplifications for different stations
and channels reported in the column name.

• within the source folder, tables with the source parameters.

The archive also includes additional information, such as
tables with event and station metadata, as well as directories
with figures (e.g., source spectral fits). More details are avail-
able at Bindi et al. (2023).
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